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Abstract. A construction principle of a technical system for diagnosis
and rehabilitation of the musculoskeletal system based on accelerometer
method, together with synchronization algorithms measuring patient pa-
rameters, is considered. The optimal accuracy estimations of the techni-
cal parameters of the accelerometric goniometer system are determined;
they are the sample rates of the accelerometer signal converters, the
required sensitivity of the sensor, etc. The advantages of the proposed
approaches to the construction of rehabilitation and diagnostic systems
of the musculoskeletal system are adaptability and rehability of the di-
agnoses.
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1 Introduction

Accurate diagnosis and objective assessment of the treatment efficiency of mo-
tor function disorders to date remains one of the urgent problems of modern
traumatology and orthopedics. The large number of evaluation approaches and
techniques reveal a lack of reliabihty of the proposed criteria for diagnosis and
assessing recovery efficiency. For example, the diversity of human movement is
characterized by a number of parameters: torque, speed, complexity of trajecto-
ries, changes in the level neuromuscular and brain activity. In existing systems,
goniometry and diagnosis of musculoskeletal system mainly take into account
only the kinematic parameters of the skeletal system, regardless of the bone
structure and neurophysiological parameters of state of the patient [1]. There-
fore, in diagnosis, the study of the central control mechanisms of purposeful
physical activity is of great importance, as well as the parameters of the skeletal
system at the structural level [2,3].

2 Statistical basis of the goniometric measurements

Formation of the goniometric criteria and selection of the optimal working pa-
rameters of the system rehabihtation is carried out on the basis of statistical
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clinical studies of patients under normal conditions and in the presence of devia-
tions. In medical diagnostics, the assessment of the angular movement indicators
and their permissible deviation from the normal ones is done according to the
joints motion estimation table “Regulations on military-medical examinations”
(approved by the Russian Federation Government Decree No 565 dated July 4,
2013) [4].

Table 1. Assessment of range of motion in the joints of the limbs

Joint Motion Norm,°| Restriction of movement,”

slight |moderate|considerable

Shoulder to flexion 180 |179-135| 134-100 <100

shoulder girdle abduction 180 |179-135| 134-100 <100

Shoulder extension 60 59-40 39-15 <15

(simple) internal rotation| 90 89-45 | 44-20 <20

external rotation| 90 89-45 44-20 <20

Elbow flexion 30 31-70 71-90 >100

(complex) abduction 180 [179-150| 149-120 <120

Combined elbow| wrist pronation 90 89-45 44-20 <20

radial shoulder |wrist supination| 70 69-30 30-15 <15

flexion 105 |[106-145| 146-160 >160

Carpal extension 115 |116-150| 149-165 >165

(combined) [radial abduction| 160 [161-175| 176-185 >185
ulnar abduction| 140 |141-155| 154-180 >180
knee extension 90 91-120| 121-150 >150

knee flexion 60 61-90 | 91-150 >150

Hip extension 140 |141-160| 161-170 >170
(simple) abduction 50 49-30 | 29-15 <15
internal rotation| 35 34-25 24-15 <15

external rotation| 45 44-25 24-15 <15

Knee flexion 135 | 134-90| 89-60 <60
(complex) abduction 180 [179-170| 169-160 <160
Ankle flexion 130 |129-120| 119-100 <100
(complex) abduction 70 71-80 | 79-90 >90

On the basis of the data presented in Table 1, it can be said that indicator
deviations of joint angles by 1° are violations. Consequently, goniometric sys-
tem must meet the requirements of measurement accuracy, with the threshold
sensitivity of the measurement of mutual deviations and measuring range of mo-
tion being at least 1°. In this case, the measurement error must be smaller than
this threshold. It should be noted that at present mechanical goniometers are
widely used in medical diagnostics. Their accuracy does not meet the present
requirements stated by the system of this class. Low accuracy of the measured
parameters might be resulted from the design features of the device, and a high
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fiearee ol su~eellyHy ol iilagno818 iine prore88tonal expenence anii We Thun-

ence ol We bntan MaCor [5].

3 WorTaHon anw lecbwcal 3nppor! oN kbe ankoTakesB
3y3”feT3 o~ M1a§nos8Mc8 o~ kbe Tu8cmloakelelal 8y8keT

Tbe eTergence ol lle ToyeTen” resnHs FroT neuro-cerebral butan acllYWy
alTeii a® We 1Ttpleten{;af;;on ol any Munciion. Therelore, lle Ta T oblecye ol
e Meslan ol goToTell c 3y3”eT3 18 40 a33e33 Le elieciiyene88 ol To”Nor aciions
Nellb re8pec” 40 lle appWcaiion eiiorC ol Wei execuiion [6].

For acotprebens8lYe 8oluniion ol LW 8 probleT, Te are W 8Ly iie8lan a8pecC
of an aulllTallii ilagno8Mc 8y8~eT ol bmTan Tmu8cmlo8kelellll apparall8. The
fiesian 18 ba8eit on Lle 8ynllle8l8 ol aliepualll TFortTallye pby8iologlcal Telll 0i8
8ucb a8 potoTteEy (accelerote”er), cotpullin W Toarapby, elecEoencepbalopa-
rapby (EEC) anii eleciionenrotryoarapby (EAMC). lNor W18 purpo8e, a Teiiio-
WcbTtcal ba818 "te8 lNorteii. A block WaaraTt ol an anlld talllin 8y8”7eT ol coTplex
real ii Te lilagno8c8 ol We Tmu8cmlo8kelellll 8y8~eT ba8 been lieyelopeii. The iib
apraTt con8l8n8 ol We ciicuii ol accelerote{;nc gontoTellr, an elecEoencepbalo-

nrapb anii eleciioTyoarapby ltanTtpn 18 n8eii a8 1ell (Ua. 1).

3yncHroni2aiion

+ '

aHbraHon ~

Tesl Eyokeii
Tellloits polenital
B

Ma. 1. A bloek nlaarat o nariware anv Bonware o llle anloTtaleii ByieT o gowo-
Telne conlrol

Tbe aboye 8brucllre Tcluiie8 a Tea8unng vnii funconTts T real CTte. E
cong8ig"8 ol acbaT of TyeEere blokTetaCc WrTng paratebere ol We locoTollr
apparalll8 ol Tan (acceleroTeElc gontoTeber), recoriitg uni8 ol p8ycbo- anii
neunropby8toloalcal parateber8 (EEC anii EAMC), anii We regl8Ealion epwp-
Ten Tor bone anii 8Enclliral paratebere (boTograpby).

Tbe 8yncbronon8 proce88Tta ol LWe recoriieii paratebere Fort ETe 8enes,
~blcb are Y18ual2ein T W yanoun8 iiearee ol iliebali. Tbe ETe 8ene8 are We basl8

ol a Toliel ol paEen{; (Ua. 2). Tbe Toliel 18 proce88eii by a neural nellork
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anii 18 3loreii T [Ibe Toiel liala base. Tbe ToiWel Ibal To3l clo3ely Talcbes
be blTe 3ene3 are T3lFanialeii. Paw [bre3sboliiz anii Fbresbolin ol 3ensllyiiy
ol Tbe palienl Tor pgeneralTa conlrol 3lpnals o Fbe aclfualor3 are iielferTTelt
by neural nelToark alponlbT3. Thl3 18 po33lle Yla a leeiiback Telboli, "bo3e
1tpleTtenralion 18caTeli oul by 'be proce33ta ntl ol eyokeii polenblalz ol braT
(patienl’a reaclfton3 o lesl 3viTul). Ba3seli on be proces3eii nala, operalton Toie
ol 'be aclnalors 18 generalein anii 3elecleii F'roT a MalCaba3se ol le3l FecbTanes.

Npa. 2. Tbe ynawle Trorwalon wotiel ol pafenl

Tbank3 o neural nelfToark alponCbT3 anii nMeCswon 3upporl 3y3lfeTr (B88)
ba3seii on iialaba3e3 ol Ibe Vi Te 3ene3, Il3ea3e3 anii eyokelli poleniials, an ap-

proxlTtale lfapgnosrs ol panenl 13 iielerTTeii.

1r 3bonlii be noleii bal be aboye aliapiiye gontoTelnc conlfrol 3y3lreT T-
cluiies bol'b 3Falionary anii Toblle Tea3unnpg 3y3lreT3 [6]. Tbe nuTtber of ToT-
lForeii paratelers3 13 ielfertTteil accoriita o Fbe 3eyenly ol 'be pallenl's palbol-
oay. 1n 'be ca3ze ol 1o» 3eyenly wiuvnes, 1I 13 aullCenl” o use ol a 3eyeral porlfrable
accelerotelnc pgontoTeler3, anaranlfeetn be lreeiioT ol Ibe paiienl’a Toye-
Tenl. 1n 'be presence ol Tore 3enoun3 ywlalwn3 T be T'unclonTtg ol F'be TN3-
cnloskelelal 3y3leT 13 3u3pecleii, Nbe accelerotelnc gontoTelers coumplen Nellb
eleclronenrotyoarapb (Ka. 3a), EEC iala ani coTpuiing Fotoarapby (Ela.

3b) 13 recoTTenwven lor use.

1r 13 3bo”n Ibal Ibe liynaTt acliyily of braT neurons relalftg lo Mbe 1tple-
Tenlalton ol ool ToyeTenl 3, lNypwally 3larf3 50-150 13. pnor o 'be occurrence
of EMC acWYily anii eniieit alTer a lralllc slop. Tbus, be JoTl reacbes epulu-
Mbnut nnnpg Fbe liynaTio iieyelopTenl ol Tbe Tolor corfex neuvronal acblyity
pba3e long belore be e3lfabW3bTtenl ol 3leaily epull bnunTt leyel ol neural acily-
1ry. Tbe Tax1TuT yalue ol Tbe Tean [lrepuency ol neural acblyily T one blin ol
ivraion 13 50 T3. IniynaTi pba3se, reaclfton3 ol nenrons il nol correlale Nellb
Fbe TapTlnine of Tbe epull bnut 3leaiiy-arftonlar angle (Elp. 5). Al Tbe 3aTe
MTe, a poslllye correlalton Neas reyealeii belTeen lbe ayerage Mreguency ol neural
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M§. 3. blagno8rilc broTecbawc8 ol Nbe pallenl on be base ol a pby8lcal exercise; a)
be pafenl’8 po8rure; b) Fotoarapblc 1Tage

aclyiiy T Ibe "bole MynaTlc pba3e anii Tagwlwniie response ol arfcnlar angle
[7, 8].

Tbe presenleii resndlls 3bo” fbal F'be Tax1TuT leyel ol Tolfor neuron acly-
1y tiepentis pntarfy on be AT ToyeTenl yeloclly anw lbe Wnrafon ol Ibe
ToyeTenl. Tbwus, be oblaTteli #ala conlfrlbule Mo Mennllon ol Fbe crilferla ol
pertl3slble yalues, cbaraclfeTTa HTIi3 ol Fbe palenl pbystoloaglcal paraTtelers
w b respecl o Fbe nortal one3; F'be HT#3 are ielertlneit accorilng o fbe iie-
aree ol iieylaHon anii Ibe coniillon3 ol palbology. Mewuropbystologlcal crilferla
are also ForTeii basei on 3raHsHcal analy313 ol cHwcal 3Mniile3 ol paHenl3 nniier
nortal convllon3 anii T Ibe pre3sence ol ieyraHons.

4 Tbe HO88 lor 8elllng ol a 41a8no818

BeyelopTtenl ol 688 ba3seii on be fiynaTto3 analys3ls ol 'be recoriieii H Te 3erles
For ponoTelnc, kTeTaHc anw neuropbyslologlcal paraTtelers 13 a coTplex ani
TnllcnlfeHal probleTt. Tbe alpgorllibT3 ol Tbe 588 are basew on Baye3' rule. Tbhe
rnle acconmnl3 yanons belerogeneons lNype3s ol Tpul nalaexpres33Tg tany klnns ol
iecease3 ol Nbe Tnscmloskelelal 3y3lfeT anw a large nutber ol 3yTplroT3. Bayes’
rmle w a generaHren ForT 13 a3 NoMo”3 [9]:

Tt — ) = . (1)

~bere P (1) 13 aprrorr probabllly ol 'be nlagno3ls 6, anii 51.. .8% are N'mncHonal
pby3lologlcal paraTtelers.
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Bocly clelorTaiion,’ TnTt,® Yolute,mm Curye, 10"
. s . ) -10 10-10 10-10 10-15 15
-10 s} 10 H=5.0 mm
Tbe arc3 oHHe laleral curyalure TVe poslLion oHWe blaiiee =
1y™ 1A P°1_Bbmmlnclex B6A° 5A° Bmm Kmm Bmm 1 enallr 37 3.4mMm
1.|]_-0P: 31-49-55 -25.5 -2.5 -9.2 -4.4 1dC:25.7 7.0 31.8 22.1 57.3 LING\b mbb . 9Y.
2.P-0: 65-74-87 9.5 2.0 2.2 0.6 PAgM:22.2 5.8 28.8 26.1 40.5

Inclex: -0.5 -0.6 -0.4 0.6 -1.7

Np. 4. Tnlferprefalfton ol re8ull8. /ingle 8upporl bTb (40 Oearee8) 18 nol arealer ban
(egmnal o) 'be angle ol Mbe ToorkTa bTbh (40 Oearee8). Tbe nabl 1o”er bTb: abOuclion
angle T Ibe blp JoTl 18 40 Oearee8, Nbe ayerage EMC 8lulem8 1 18 563.6 TY . Tbe 1T
lo”er btb: abOwuclon angle T be blp JoTlr 18 40 Oepree8, Nbe ayerage EM C 8§lulen8
18 893.5 TY.; Tn8cle operalton T0oO0e 8Fabl|7|2T,q. Tbe ralto ol N'be Mo coelllblenl8 ol
reblprocity for TeOw T 8lulren8 18 1.75.

Ma. 5. Tbe aclyiiy ol nenron8 ol N'be Tolor corlfex anO yanalton8 ol Nbe arfcblar angle
Tea8ureO Ounng Mbe riexton ToyeTtenl8 al Ollerenl JoTl yelocily. begenO: 40° 18 Ibe
yanalton ol I'be arlcblar angle. Tbe bne parallel o Mbe y-ax18 18 'be ayerage reguency
ol pnl8e8 17 TIbe bin. Tbe bne parallel o Nbe x-ax18 blOlcale8 be ayerage lreguency
ol Tbe backaromnO acllyiy ol be neuron. Yerlcal bne8 blOblale Nbe bounOane8 ol
OynaTtbl anO 8raltonary pba8e8 ol Tolton. 1,2,3 are JoTl Mexwon 8pee08, N 18 nuTber
ol beralton8.
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This formula requires (m-n)? 4+m? +n? calculations of probability estimates,
where m is the number of possible diagnoses, and n is the number of different
variations. In order to calculate the total probabilities P(S; N ---Sy), we are to
calculate P(Sl/SQ n ﬁSk) P(SQ/SS n ﬁSk) cL P(Sk)

Therefore, the model P for automated diagnostic expert system will be based
on

P S) P(5|d)-Pd @)

(P(S[d)-P(d)+P(S|d)-P(d)

The probability of the hypothesis d in the presence of certain abnormalities in
the recorded data S is calculated based on the prior probability of the hypothesis
without confirming abnormalities and the likelihood of having abnormalities in
conditions that hypothesis is correct (event d) or incorrect (event d ). Therefore,
for the problem of diagnosis of diseases of the musculoskeletal system, it appears
that

Pyes - P(d)
(Pyes - P(d) + Pror - P(d))”

P(d]5) = (3)
Let the pathology probability P(d) be equal to P. The program generates a
condition (parameters in the presence of pathology) and calculates the proba-
bility P(d | S) depending on the it’s implementation. The answer “Yes” (Pyes)
confirms the above calculations, the answer “No” (P,,) does it too but with
probability (1 — Py.,), and (1 — P,,) instead P,.s and P,,. Thereafter, the a pri-
ori probability P(d) is replaced with P(d | S). The program execution is cyclic,
with the constant value P(d) refining at each iteration. The general scheme of
the diagnosis selection algorithm is shown in Fig. 6.

The diagnosis selection algorithm structure consists of several branches:

Step 1. Enter the mput data — a set of biometric, goniometric, neurophysio-
logical and structural parameters; then the program retrives information on the
number of the diseases recorded having the corresponding symptoms from in the
database (N is the number of relevant deviations disease, n is the number of the
disease in question: 0 < n < N).

Step 2. Set counter of a disease incrementally from the initial state n = 0 till
n<N.

Step 3. Traverse all the a priori probabilities P(d), relating to the input data
set and to the selected disease, to prioritize detected deviations. Deviations with
the minimal likelihood are excluded from the probability set (J is the selected
number of deviations in the set, j the number of the current deviation 0 < 5 < J).

Step 4. Set the deviation counter incrementally from the initial state 7 = 0
to 7 < J.

Step 5. Select the deviation with the greatest probability of presence.

Step 6. Evaluate the degree of reliability of the diagnosis according to the
interval [—5,+5] (a scale). If the value belongs to the interval, then the program
calculates the proportion of the degree of affiliation to a particular diagnosis
parameters, using the corresponding weighting coefficients.

Step 7. Poll of the counter of registered deviations. If there is no new events
of a decease then process the next unprocessed selected departure, go to step 4.
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Step 8. Figure out new probabilities in Bayes rules. Specify the minimal and
maximal values of the probabilities for each disease based on the currently ex-
isting a priori probabilities and assumptions that the remaming evidence will
speak in favor of the hypothesis or contradict it. This step calculates the total
conditional probabilities for each deviations. The hypotheses whose the mini-
mal values are above a certain thresholds are considered as possible outcomes
(possible diseases) and are subject to further diagnosis.

Step 9. Check the counter of the registered diseases.

Step 10. Sort the outcome list according to the probabilities, display sub-
set with the maximal probability values as a recommendation for the diagnosis
mentioned symptoms to physician.

Step 11. Display the recommended diagnosis.

Medical information system, which implements this algorithm, produces a
finite set of the recommendations for doctor, emphasizing the presence of de-
viations registered with the diagnostics system sensors. Limiting the selection
decision by a finite set of possible diagnoses is to reduce the probability of setting
wrong preliminary diagnosis, elimimate human factor and increase the objectivity
of the diagnosis of diseases.

5 DSS based on fuzzy logic and artificial neural networks

In order to develop the control unit of diagnostics system of the musculoskeletal
system, we propose a method of computer support of diagnosis setting based on
fuzzy logic and artificial neural networks. The method is represented in the form
of two structural units: decision-making unit and knowledge base.

The decision (a diagnosis) is produced in two stages [10]. At the first stage
— the preliminary diagnosis—, the system determines in advance the possible
pathology and generate diagnostic recommendations based on data from the
medical records and X-ray images. Then, at the stage of the goniometric diagno-
sis, together with EMNG, the recommendations are confirmed or rejected on the
basis of the analysis of the obtamed information, with immediate neural network
processing by the diagnosis system.

The advantage of fuzzy logic is the ability to describe the operation of the
system by means of fuzzy production rules (FPR) [11, 12]. The initial values of
the parameters (used in FPR) for the normal cases or the pathological ones are
determined at the beginning on the base of experts’ opinions. The values are
adjusted with neural network engines.

A distinctive feature of this set of rules is the allocation of a separate group
of so-called factors of pain diagnosed by EEG. Pain is one of the most important
factors in the diagnosis of diseases of the musculoskeletal system. On the basis
of these features we justify the choice of the rules of fuzzy productions of the
form:

true> AND ... AND <ConditionN
true> AND ... AND <ConsequentN

IF <Conditionl
THEN <Consequentl

true>

true>
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Mecessary ngw3siic Tpul yanable3 (1M~7y) are 3elecleit accorinta Mo a 3lra-
Ma3llcal base ol be analysl3 ol Teblcal recoriiz anii pnnlfen Talfenals [13].
MeTbersblp Mvuncion3 (M) g ol a 3Tncl TagbllTuiie o a furry MerT 3el (cor-

responiitg lNo one ol Fbe yalmes ol F'be Tpul Nnpgwaiic yanable3) Tere vielertren

by Tean3 ol be lNonoTteng experl eyablalton lecbblanes. bel experl beleye
ball Tbe 3pecllc yalwme ol x* belonp3 lNo be Turry Fert 3el al » ~ x* ~ b\
experl E2 al a2 ~ x* ~ B2; ...; Ep experl al ag ~ x* ~ H. Tben I'be lerTt ol

MT p 13 oblFaTteli T Tbe ort 3bo™n T MNpaure 7.

Inv17 K

0 tin(a]) Tax(a:} Tin(b]) Tax{b:)

Mpa. 7. Tbe TeTbereblp Munclwon ol a Nert. 7>Xby 18 Tpul 1TtAw8lrilc yarlable, bOunl 18
a 1Ttaw8ric oulpulr

in be Vl,qmre, be bonronlfal ax13 3boTe Ibe yalwme ol 3ncl yanable wunier
mrrllcaon, ~bere r = 1,4 13 an experl nutber. Tbe yerfcal ax13 bl3pbly3
A Traclwn ol all 'be experls "bo beleye Ibal 13 yalue ol a x belonas Mo Ibis
Mnawsiic yalue ol F'be Mnawsinc yanable. Tbl3 blllally plols 'be M '3, “blcb 13
oblaTtenn al x € (T 7T (ar), Tax(ar)) n (rrn(br), Tax(br)); fbe plol 13 curyllnear
ani T11 pel a Vinear Fort I Tbe lea3l 3amare3 Telboi 13 n3eid.

Tbe nexll 3Fage 13 be apgarepgalton con3lfruclfion appiieii To F’be KM P’'3 "bo3se
Fert3 confaTt Tore ban one 3ub-conillon3. Tbe coniillonal parl ol be rnles

13 a3 lollore:

1P <ll_bY1=YAbWE11> OK OK <ll_bY1=YALElT>
ANO <IN bYn=YAbWEn1> OK OK <IN NYn=YAWEnT>
Eacb of Tbe n Fert3 <1°bY1=YAbWE11> OK ... OK <IN_NVA=VANNEANN> con-

3133 of T 3ubconillons <IN_AVA=VANEANN> "Nbere YAW EN 13 Tbe y-I'b yable ol
lbe *-I'b bY T 3ubconiillons. 1IMI3 nutber 13 ielertTeii by 'be nutber ol Tpurl
yable3 bY :y. bel I'be I'rulb iiearee ol aubconiillon3 TFb Tbe nuTber y be, re-

3peciiyely, .Tbe FoMoTtng KIFP Talrnx M 13 ForTei lor all Fbe 3ubconiill ons:
(bwn e eblT”
b21 b22 * «b2T
M= (4)

\Ml PR eee /
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Using this matrix at the 3-6-th stages, we get the formula for calculating
the confidence coefficient y — the correctness precision of the system solution, —
which is calculated for each of the possible diseases identified by DSS.

min ) v [ mml(max(ul(%)))>
=11k ALY

Xu= [ Yu mazy | fru 2 e

mZz ( %lek /

min quuv )
- ) Fr - mang(max;(psg ()
//maxv fl - Z2= T —— dyu,  (5)
ko1 Fi

where min and maz are the left and right limits of the carrier interval of fuzzy
set LOutw, under consideration; Fj are the weighting coefficients of the rules,
k =1, quv; Guov is the number of RFP, which is determined in the consequent of
the u-th term of MF LOwtv; [iy,(yy) is the antecedent MF v-th term of u-th
MFE LOwt.

It should be noted that the weights of the rules vary depending on the oc-
currence of new facts and results of fuzzy inferences at the previous stages. To
resolve this uncertainty in form of an adjustment of RFP weights, an inference
system is represented as a hybrid, i.e., fuzzy neural network (Fig. 8). Its struc-
ture is identical to the multilayer network, but its layers correspond to the stages
of fuzzy inference, which has continuously carry out the following procedures:

- Input layer performs fuzzification function based on the specified input
membership functions;

- Output layer implements the defuzzification function;

- Hidden layers reflect the totality of the RFP and the output stages: aggre-
gation, activation and accumulation.

Inputs layer 1 layer 2 layer 3 layer 4 layer5 layer6 layer7 layer8 Qutputs
—r — = — A

=1 =1
S|
7

:

T B = v=1

AL

T N
e (%)
AL

: : N Yume
Pui(Xn) V=1,Vmax U=Umax l def }"(:> Umax

Fig. 8. The structure of hybrid neural network
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Neurons min, max and sum mdicated in Fig. 8 act as appropriate mathemat-
ical functions. Neurons, marked with “x” is transmitted to the output product
of the mput signals. Symbol “=" marks neurons establishing a correspondence
between LV and an intermediate LOut, and symbols “A” are neurons realizing
operation fuzzification for each term of INLV. Node “a/b” denotes division of the
input value by the sum of the weights of active rules. Neuron “de f” implements
the function of defuzzification, with applying the method of gravity center.

The fuzzy rule selection engine is represented as INLV inputs having “0” (a
rule is selected) and “1” (a rule is not selected) logic levels weights multiplied
by the corresponding membership functions j;;(z;). Here index ¢ € 1,7 is the
number of I Npy and index j € 1, m is the number of its term.

A neural network is trained by the algorithm of error back-propagation mod-
ified for use in the fuzzy neural networks. The layers of neurons with specified
parameters are represented by one layer with a complex activation function,
fuzzy artificial neural network (ANN) is identical a three-layer ANN with one
hidden layer. Thus, network training is reduced to a three-layer perceptron learn-
ing. It is worth noting that the fuzzy neural network is used only in the case
of changes of the DSS structure (change aggregate RFP, mput or output LV),
and in the case of the appearance of new evidence proving or disproving the
previously known data in the literature or medical practice.

6 The results of research

This section is devoted to the results of the benchmark tests of the calculated
model; the results are obtained with an installed bodily machinery of the human
skeleton. During the investigation, we used the method of mechanical goniom-
etry in collaboration with an orthopedic doctor. The method of accelerometer
goniometry usage is proposed in [5].

Table 2. Average values of measurement errors for accelerometric and mechanical
goniometers

Motion pattern |Error of an accelerometric|Error of a mechanical
goniometer goniometer

Bending +0,02 +1,00
Abduction 40,02 +1,00
Extension +0,02 +1,00
Internal rotation +0,02 +1,00
External rotation +0,02 +1,00
Tremor imitation +0,02 +3,50

The results in Table 1 confirmed that the application of the accelerometic
goniometer improves the diagnosis accuracy in average 1° 44’ compared to me-
chanical goniometer.
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In addition, the diagnosis was carried on 20 patients who underwent reha-
bilitation after complicated shoulder injury and wrist. It should be noted that
in all cases the diagnosis was a medical opinion on the normal rates. However,
based on the neural network processing of the recorded data of the goniometric
control, the electroneuromyographic and the tomographic control, a dial of a
estimation of a motion in the joints from the Table 1, it was found that in 14
cases the medical diagnosis coincided with the diagnosis of DSS, in 4 cases were
diagnosed of a functional deviation of the work wrist in a small extent, and in
2 cases were more prominent deviation of the combining elbow-shoulder joint in
small extent.

7 Conclusion

Data processing algorithms and approaches to designing a system of diagnostics
of the musculoskeletal system are presented in the article. The obtained results
allow one to

- define the evaluation criteria of the “current state” of the musculoskeletal
system;

- determine the severity of biomechanical disorders with a high degree of
confidence;

- predict the biomechanical disorders of the musculoskeletal system;

- have the possibility of a science-based rehabilitation prognosis;

- create and optimize individual training programs that promote the advance-
ment of technical training of athletes and prevent the diseases.

The results show that the diagnosis of the functional state of the muscu-
loskeletal system based on the proposed system is an informative method of
detecting violations. This technique is recommended to be used as a supplement
to conventional methods of examination of the musculoskeletal system condition,
as well as a stand alone technique.
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