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Abstract—In the article we discuss some questions connected 

with cognitive structures and behavior algorithms of an artificial 
social agent. We suggest a cognitive Plan-Image architecture that 
is based on the concepts of TOTE model by Miller, Galanter and 
Pribram. In order to evaluate efficiency of the architecture we 
use a classical search task on a two-dimensional grid. Each agent 
has a map that reflects his current information about the location 
of objects (Image) and alternative search algorithms (Plans). 
Objects in the grid may be arranged randomly or according to a 
certain law even or centered pattern. The experiment aims to 
assess how effectiveness of the search changes depending on the 
amount of available information and agents search algorithms. 

Index Terms—artificial agent, cognitive architecture, agent 
model, TOTE model 

I. INTRODUCTION 

The idea of autonomous agents has emerged in the 
development of artificial intelligence systems. The concept of 
multi-agent system (MAS) assumes that its members (agents) 
are able to act independently and cooperate with each other. As 
the scope of multi-agent systems is very wide, there are also a 
sufficient number of types of the agent’s architectures, based 
on different concepts. There are deliberative agent 
architectures, reactive architectures and multi-level 
architectures [1]. The examples of deliberative agent 
architectures are ACT-R and SOAR [2], [3], [4]. The sample of 
reactive architecture is STRIPS system [5]. Architecture of 
artificial agents based on genetic algorithms of J. Holland may 
be outlined separately [6] as well as architecture based on 
neural network [7], [8]. These approaches may be combined. 
For example, in the CLARION architecture a two-stage 
decision-making model is adopted [9]. The lower level is a 
neural network, which distinguishes the most important 
information from the array of input data, and the upper level is 
a deductive system. 

Regardless of mentioned studies the concept of agent-based 
modeling (ABM) was proposed, a vivid example of which is 
the sugar model [10]. This direction has developed in the 
methodology of artificial societies and is intended to reproduce 

the dynamics of complex social and economic systems through 
the behavior of individual actors-agents [11]. 

Despite significant differences of multi-agent approach to 
artificial intelligence and agent-based social modeling, they 
have a number of common features: reproduction of decision-
making process by computer algorithms, the ability of agents to 
interact with each other and with the environment. An 
important task in the development of modern agent-oriented 
models is integration of knowledge about human cognitive 
processes, opportunities for their formalization and computer 
implementation with certain social structures, sufficient to 
create a decision making environment [12]. Relation between 
the fields of ABM and MAS has been broadly discussed in the 
recent decade [13], [14], [15], and the overall conclusion is that 
both directions would benefit from their interaction [16]. The 
direct use of well-known cognitive architectures in agent-based 
models is difficult for several reasons. Firstly, the existing 
architectures are aimed at solving technical problems, and not 
at the reproduction of social behavior. One of the exceptions in 
this regard is use of CLARION architecture for modeling 
agent’s survival strategies in simple communities [17]. Another 

successful exception is implementing BDI architecture to 
simulating land use in a village [15]. Steps to create 
standardized models of decision-making agent solutions are 
presented in [18]. Secondly, the implementation of a complex 
architecture requires significant computing power. In technical 
systems, as a rule, several tens to several hundreds of agents 
cooperate, in social simulation tasks thousands of agents are 
involved [19], [20]. Using a multi-level architecture limits this 
number. In the above example with CLARION architecture 
[17] modeling was performed for 30 agents, which is quite far 
from the number of individuals in real societies. However, a 
simplified BDI architecture, integrated into the GAMA 
modeling platform, shows good computational results [15]. 

Due to these reasons we consider the architecture Plan-
Image for an artificial social agent, which is a simple 
computable architecture for modeling decision making process 
in an artificial society. The architecture got its name according 
to the basic concepts of TOTE cognitive model (Test-Operate-



Test-Exit), proposed by D. Miller, J. Galenter and K. Pribram 
[21]. The advantages of this model are simplicity of software 
implementation and use of semantic networks for the 
presentation of information available to the agent. 

Plan-Image architecture takes into account the limited 
rationality of agents. Rationality limitations can have a 
cognitive nature, i.e. the limitations of the available 
information to the agent and its computing power [22], or the 
deeper causes, due to unconscious processes [23]. TOTE 
model terms are convenient for presenting agents cognitive 
limitations. 

To evaluate the effectiveness of the architecture we set a 
task for the agents to find the objects on the map. Through 
computer experiments we examine the influence of the agent’s 

presentations of the environment on the search speed in 
conditions of incompleteness of initial data. 

II. COGNITIVE ARCHITECTURE PLAN-IMAGE  

At the heart of the proposed cognitive architecture of an 
artificial agent is TOTE model of behavior, the basic concepts 
of which are Plan and Image [21]. Plan is a hierarchically built 
process in the body that can control the order in which any 
sequence of operations should take place. When a person 
performs a Plan, he does it step by step, completing one part 
and moving to the next. For the agent Plan corresponds to the 
algorithm that determines its behavior in the environment, such 
as a search algorithm. Image is the accumulated and organized 
knowledge of a man about himself and about the world in 
which he exists. Image includes all the evaluation and the facts 
acquired and organized by the person with the help of those 
concepts, images and attitudes that he was able to develop. 
Image of the agent is a set of data available to it. Formulation 
of Plans by the agent should include the part of the Image; 
Image should be a part of the Plan, as otherwise Plan cannot 
serve as a basis to guide behavior. You can make changes to 
Images just by making Plans for collecting, accumulation and 
processing of information. Changes in Plans are made only on 
the basis of information from Images. Test-Operate-Test-Exit 
scheme (see Fig. 1) is a concise description of the link between 
the Image and the performed actions of the Plan [21]. Test 
phase includes definition of knowledge required for the 
comparison and Operate phase actions that the body performs 
in accordance with the acquired knowledge. Exit phase 
corresponds to the achievement of the goal. Planning can be 
viewed as a list of samples to be performed. When there is a 
clear Image of the desired result, it can be used to create the 
conditions to be tested, and being organized in the correct 
sequence, these tests make the strategy of the possible Plan. 

 

 
Fig. 1.  Scheme of TOTE model 

In a search task the significant Images are the following:  
1. Objective World Image representing a map of the 

world with agents and other objects located on it. 

2. Subjective World Image, inherent in a certain agent, is 
reflected in the model through personal maps. 

The change of Images occurs according to the 
implementation of the agents Plan. Agent search algorithm 
works on the basis of its Subjective World Image, which the 
agent builds on the received information. 

III. DESCRIPTION OF THE MODEL  

Let’s formulate the search task for the evaluation of the 

proposed architecture. Model environment is presented by a 
map. Objects on the map (fruit trees) are placed in accordance 
with a certain law. The cell can be empty or contain one or 
more trees. There are two different patterns of tree location: 
even and centered. Examples of the patterns are shown in Fig. 
2, where painted cells represent trees and a number in the cell 
represents number of the trees in it. 

 

 
Fig. 2.  Patterns of objects location on the grid a) even b) centered 

Agents are generated at random locations on the map and 
live for a predetermined number of cycles. We believe that the 
number of fruit trees equals the number of agents. The purpose 
of agent’s life is to find a personal fruit tree. When the agent 
finds a free tree, it remains on the site until death. Each agent 
may use fruit of only one tree; each tree is able to feed only one 
agent (link 1:1). Information is available for agent only about 
those cells, which it has visited. The agent can move to one of 
the neighboring cells (up / down / left / right / diagonally) at 
once. Having been in the cell, the agent can learn that a) it is 
empty, b) it contains a number of trees, but they are busy, or c) 
it has free trees. If there are trees available, the agent takes one 
of them. Otherwise, it puts the received information on its map 
and continues to search. Each agent has several (at least two) 
patterns: even, centered, etc. To fill the map according to the 
even pattern it is enough to know the coordinates of any filled 
cell, and a step in which one filled cell is separated from the 
other. To fill the map according to the centered pattern, it 
should know the radius of the filled zone. The pattern is set by 
default, when the agent starts searching. Let’s formulate the 

task in terms of Plan-Image architecture. Model environment is 
Objective World Image. Each agent has the original Plan and 
Subjective World Image. Components of the Subjective World 
Image of agent are an environment map (a blank grid), 
coordinates of its location on the grid and patterns of possible 
locations of the trees. The agent’s Plan consists of rules for 
filling the map patterns and obtaining information, laws of 
motion on the grid (depending on the pattern) and a search 
algorithm for finding the shortest route to the desired location. 
In the search task Test phase corresponds to checking the 



presence of an object in the current cell, Action phase - the 
transition to the next available cell. Exit status is reached by 
agent, if it has found a free tree and has taken it. At each 
modeling tact the agents, which are not in Exit phase, perform 
Test phase. If Test is successful, i.e. agent found a free object, 
agent goes into Exit. Otherwise, it performs Action and repeats 
the cycle. 

IV. ALGORITHMS OF THE MODEL 

 
Modeling dynamics of the listed indicators as a result of 

events is crucial for estimating efficiency of the Program in 
general. As an ultimate goal of the research is increase of level 
of proficiency in Russian among population of the Russian 
Federation and increase of number of people who speak 
Russian in the CIS, Baltic countries and other foreign 
countries, we should divide agents into clusters so that each 
cluster was referred by the set of the relevant events of the 
Program (table 1). 

In general, the agent map can be represented as a matrix, in 
which the following items are marked: free cells, visited cells, 
found trees and supposed trees. We use the following 
notations of the described parameters (Fig. 2): 

1. Start – the cell from which the agent starts its search; 
2. End – the cell in which the agent is at the end of modeling 

time; 
3. N = 0 – the visited cell was empty; 
4. N = num,num > 0 – the visited cell contained trees, but all 

of them were occupied; 
5. M = 0 – a cell that is supposed to be empty according to 

the pattern; 
6. M = num,num > 0 – a cell that is supposed to contain 

trees. 

The algorithm of the model work consists of the following 
steps [24]: 

1. Set the pattern by default (even) and the law of motion in 
lines. 

2. Find the nearest filled cell moving in accordance with a 
given law of motion. Put down information about the 
visited cells on the map. If more than 1/4 of the map has 
been completed, go to step 3 in the search process, 
otherwise go to step 4. 

3. Change the pattern into centered and set the law of motion 
to the center. 

4. Move according to a given law of motion to the next filled 
cell. Put down the information about the visited cells on 
the map. 

5. Determine the step (the distance between two filled cells) 
and form the map according to the current pattern. 

6. Find the shortest route to the nearest filled cell according 
to the resulting map. Move across the grid and put down 
information about the visited cells on the map. If the 
information is received, corresponding centered pattern, 

then proceed to step 3. If the received information is 
contrary to the existing map, go to step 5. Information 
may be considered controversial, if the cell is indicated as 
empty on the map, but in reality there are trees, or the map 
shows the trees while the cell is empty. 

7. Repeat step 6 until you find a free tree or until the agent is 
dead. 

Figure 3 shows how the agent’s map changes during the 

search process. The agent is created at the bottom left corner, 
which is an empty cell. The agent moves according to his 
default low of motion until he finds a filled cell. The cell 
contains one tree and it is already occupied, so the agent puts 
this information on its map (step 2). The agent continues its 
search until it finds the next filled cell. Now it is able to 
calculate the distance between the filled cells and represent it 
on its map (step 5). Then the agent finds the shortest way to the 
nearest filled cell and occupies a tree in it (step 7). 

 

 
Fig. 3.  Agent’s map during the search process (from left to right): start, step 

2, step 5, step 7 

Let’s consider the search algorithms that are used to find 

the way to the target cell for the law of motion along the lines: 

1. If the line is passed, then go to step 2. Otherwise: choose 
the nearest freeedge (left or right) and select the target free 
cell in the current line, the closest one to the selected edge. 

2. If you are in at the bottom or at the top line, then go to 
step 3. Otherwise: choose the nearest free vertical edge of 
the map (top or bottom) and choose the target cell in the 
current column that is the closest to the selected edge. 3. 
Select the closest empty cell in the current column. 

Search algorithm for the target cell in the case of motion 
law to the center is analogous, only in step 2 the cell in the 
direction of the center of the map is selected. 

V. EXPERIMENTAL STUDIES 

As a software tool for the implementation of the algorithm, 
agent-based modeling environment NetLogo has been chosen 
[25]. The initial parameters of the model are: 

– type of pattern, 
– low of motion, 
– degree of uncertainty, 
– starting value of the agent’s energy 
– initial coordinates of the axes to generate the even pattern, 
– offset axes for the even pattern, 
– number of trees in the node for the even pattern, 
– center coordinate of axes for the centered pattern, 
– radius of the centered pattern, 



– number of trees in the central cell of the centered pattern. 

When launching the model we generate agents and there 
pattern; then a modeling cycle is started. The purpose of the 
experiment is to evaluate how search efficiency changes 
depending on the information about the environment, available 
for the agents. In general, there are four options for the search 
organization, depending on the initial information: 

1. Maximum certainty: agents have full information about 
the original distribution of trees and other agents. Search 
of each agent is the most effective and is based on the 
assumption that other agents are also looking for the 
shortest route. 

2. High certainty: agents have information about the original 
distribution of trees and are looking for the shortest route 
to the nearest tree. In this case the following situation is 
possible: one agent is coming to the tree, another is first to 
take it. 

3. Medium certainty: agents have information on the size of 
the grid, possible patterns and placement of trees. 

4. Low definition: agents have no information, looking for 
blindly. 

In the first case, the task has absolute optimum on total 
search time on the map, which can be found by using the 
following algorithm: 

1. Find the nearest tree for each agent and assign it as target. 
2. Check all the trees and determine the presence of conflict 

that occurs when one tree is the nearest to several agents. 
When there is a conflict that agent wins whose route to the 
target tree is shorter. If two or more agents can achieve 
the same tree for the same number of steps, then check the 
availability of other trees for conflicting agents and give 
the victory to the agent, whose route to the next tree 
would be longer. If all the conditions have the same value, 
determine the winner at random. Appoint the next nearest 
tree as target for other agents. 

3. If step 2 had no conflict, minimum total time will be 
maximum search time for an agent on the map. If there 
were conflicts, it is necessary to repeat step 2, excluding 
from consideration the trees which are not the subject of 
the conflict. At each repetition of step 2 at least one tree is 
excluded from consideration. 

For agent various ways of movement on the map are 
possible: random, vertically and horizontally. These methods 
are used when searching for low-certainty, and in the primary 
search at the medium level of uncertainty. At the end of the 
modeling some statistics is presented, including average 
search time of a free tree and the percentage of agents, the 
search for which was unsuccessful (failed agents). The values 
of these parameters are compared for the cases of different 
definitions (2, 3, 4) and the conclusion on the impact of 
patterns on search success is made. In case 3 it is also 

estimated how many agents have been successful, having the 
wrong pattern, by pure chance. 

After holding a series of experiments for each level of 
uncertainty, the type of pattern and movement pattern data is 
listed in the summary table 1 for statistical comparison [26]. 
The set time of modeling is 100 clock cycles, the grid size is 
50*50 cells, the initial generation is 100 agents, the number of 
trees is equal to the number of agents. Let’s explain the 

collected statistics. To calculate statistics, we use the following 
equations: 

TrAv = (TrF + TrS − AS)/A, (1) 

RAv = C/A, (2) 

AF = (A − AS)/A, (3) 

where A - the total number of agents; AS - number of 
successful agents; AF percentage of failed agents; TRS - number 
of trees found by successful agents; TrF - number of trees 
found by failed agents; C - number of cells passed by all 
agents; TrAv - average number of found trees; RAv - average 
route of the agents. 

TABLE I.  MAIN CHARACTERISTICS OF EFFICIENCY OF AGENTS’ 
SEARCH. 

Certainty Parameters Low Medium High 

Even Pattern 

TrAv 1,6 2,3 3,1 

RAv 34,8 18,6 12,8 

AF 35 13 6 

p − 50,9 − 

Centered Pattern 

TrAv 0,2 0,4 9,5 
RAv 91,1 49,1 16,7 
AF 55,8 22,1 0 
p − 73,5 − 

 
The agent is considered successful, if it was able to find 

and occupy the tree. When calculating TrAv only those objects-
trees are taken into account, which the agents met on their 
route to the cell where they stopped. This parameter shows the 
average number of trees, found by agents in the course of their 
travel. RAv shows the average route that is needed to find a free 
tree; parameter p (percentage of successful agents with precise 
pattern) reflects how many successful agents found the trees, 
having correct information about the map (in the case of 
medium certainty). 

As it follows from the obtained data, agents whose 
Subjective World Image contains detailed information about 
the map were the most successful. With this information they 
reached their goal quickly and effectively, but in the real-
world tasks such a high degree of certainty is very rare. 

The least effective model shows itself at low certainty 
when Image contains only a blank map. In this case, agents 
spend more time wandering around empty cells. Compared 



with medium degree of uncertainty, the length of the route for 
the normal pattern differs slightly, but for the centered pattern 
these values differ greatly, since agents, appeared far from the 
center of the pattern, spend much of their time on the way out 
of an empty part of the field. 

The model with an average level of uncertainty is the most 
appropriate to real conditions. In this case, agents have the 
original pattern of objects location and can change it to a more 
appropriate one, if meet discrepancy between the actual 
position of objects on the grid and position expected by current 
pattern. Studies of this model show that number of agents who 
have reached their goal using a pattern is significantly more 
than 50 percents of the total number of agents, and these 
differences are more obvious for centered pattern, in which the 
blind search provides inefficient results. 

VI. CONCLUSION  

In the article the results of the work are presented, which 
continue the direction of integration of cognitive modeling and 
social simulation, pledged in the writings of R. Sun [9], N. 
Gilbert [13], P. Caillou [15], M. Wellman [16] et al. At this 
stage of research, our purpose was to formalize cognitive limits 
of rationality of an artificial agent. The cognitive model TOTE 
was selected as the basis of the agent architecture. Analysis of 
experimental data has shown that the agents behavior with 
Plan-Image architecture differs significantly from both the 
agents with blind search procedures and the agents with the 
perfect rationality. Since the problems of the real world are 
characterized by inconsistency and inaccuracy of information, 
Plan-Image architecture can be used to simulate the behavior of 
agents in more difficult conditions than a simple two-
dimensional network. For example, when looking for a job or 
taking a decision on migration, behavior of agents with Plan-
Image architecture is much closer to reality than using common 
assumptions about the full availability of information [26]. 
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