. mathematics @\Pﬂ
G

Article

On Hyperbolic Equations with a Translation Operator in
Lowest Derivatives

Vladimir Vasilyev “* and Natalya Zaitseva

check for
updates

Citation: Vasilyev, V.; Zaitseva, N.
On Hyperbolic Equations with a
Translation Operator in Lowest
Derivatives. Mathematics 2024, 12,
1896. https://doi.org/10.3390/
math12121896

Academic Editor: Alberto Ferrero

Received: 19 May 2024
Revised: 10 June 2024
Accepted: 17 June 2024
Published: 19 June 2024

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

2

Center of Applied Mathematics, Belgorod State National Research University, Pobedy St. 85,

Belgorod 308015, Russia

Faculty of Computational Mathematics and Cybernetics, Lomonosov Moscow State University, GSP-1,
Leninskie Gory, Moscow 119991, Russia; zaitseva@cs.msu.ru

*  Correspondence: vasilyev_v@bsu.edu.ru; Tel.: +7-472-230-1300
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1. Introduction

A differential equation containing differential operators and translation operators is
called a differential-difference equation (see [1]). Ordinary differential-difference equations
have been studied extensively and for a long time; see books [1-3] and the bibliographies
in them. The first study of an ordinary differential equation with a translation operator (or
with a deviating argument) appears to be found in J. Bernoulli (1728). He considered the
problem of a weightless stretched string of finite length along which equal and equidistant
masses are distributed, which led to the equation y/(t) = y(t — 1).

Partial differential equations with shift operators are generalizations of classical equa-
tions of mathematical physics. For these, many methods known for classical equations
turn out to be inapplicable: for example, the maximum principle for elliptic and parabolic
problems. Such equations are widely used in various applications in areas such as the
mechanics of solid body deformations, relativistic electrodynamics, vortex formation pro-
cesses, plasma-related problems, modeling of crystal lattice vibrations, nonlinear optics,
neural networks, and many others. It turns out that when solving problems of differential-
difference equations, qualitatively new effects arise in the solutions that do not occur in the
classical case.

There are a sufficient number of works devoted to the study of boundary value
problems for elliptic differential-difference equations; see for works [4-7]. Problems in
both bounded and unbounded domains for parabolic differential-difference equations have
been studied to a lesser extent. Let us note article [8].

And hyperbolic differential-difference equations have been studied to a much lesser
extent. Thus, in [9,10], shift operators act on a temporary variable. And in articles [11-15],
hyperbolic equations are considered in which shift operators act on spatial variables. Even
in the study of ordinary differential-difference equations, it is noted that the use of integral
transformations is one of the most effective methods for constructing their solutions. In the
previously mentioned papers, the authors used the Fourier transform, since spatial variables
take all real values. Note that in Fourier images the translation operator is a multiplier; thus,
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an exponential multiplier appears with the value of the translation in the exponent, which
does not interfere with finding a general solution to the ordinary differential equation
that arises after the Fourier transform. We also note that in the indicated articles [11-15],
the translation operator with respect to a spatial variable in a two-dimensional equation
or with respect to spatial variables in a multidimensional equation is present either in the
highest derivative or in the free term. In this work, the lowest derivative appears in the
equation for the first time, which already causes some difficulties in its study, in addition to
having the translation operator in it. The authors plan to study initial problems for such an
equation and foresee significant difficulties in justifying their solvability. Such tasks are
new and previously unexplored.

The purpose of this article is to construct solutions in the half-plane of a hyperbolic
equation with a translation operator with respect to a spatial variable in the lowest deriva-
tive, and to determine the conditions under which the constructed solution will turn out to
be classical.

2. Statement of the Problem: Constructing Solutions to the Equation
We study the hyperbolic equation

up(x, t) — azuxx(x,t) +bux(x—ht)+cu(x,t)=0, x€(—o0,+00), t>0, (1)

where a > 0 (for physical reasons), b # 0, ¢ # 0, and 1 # 0 are given real numbers.
To find solutions to Equation (1), we use an operational scheme according to which
we apply the Fourier transform to Equation (1) according to the formula

—+o0
(8, 1) = Fu[u](G, 1) = / u(x, e dx.,
Taking into account the formulas
o bu(x,t)] BB D) P
Fx|:ax“atﬁ:| —(_Zg) T—(—lg) T, 04,[3—0,1,2,...,

and
Fe[u(x —h,t)] = eithx[u(x, H] = eih‘fft({,‘, £),

we obtain the ordinary differential equation

d?1(¢, t ;
% n (azgz — ibge 4 c) A& =0, &€ (—oo,+0), 2)
for finding function (¢, t).
Let us introduce the functions

p(8) = (22 + b sin (hZ) + o) + (b cos (h))?) ®)
nd 1 b¢ cos (1)
COSs
9(8) = §arCtana2§2 +b&sin (h¢) + ¢’ @

Remark 1. Function p given by (3) is defined correctly for any real values a, b, ¢, and ¢.

Then, the roots of the characteristic equation corresponding to Equation (2), taking
into account notations (3) and (4), will have the form

kip = i\/— (@222 — ibZe + ¢) = ii\/a2§2 — ib@eiht + ¢
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= j:i\/azé’z + bZsin (h¢) + ¢ — b& cos (h¢) = j:ip(g)e—ifP(C),

and the general solution to Equation (2) will be determined by the formula

ii(&,t) = C1(8) cos (p(@)e E)t) + Co(¢) sin (p(2)e 0 )t),

where C1(¢) and C(¢) are arbitrary constants depending on parameter § € (—oo, +c0). Let
us choose the values of the constants C; (¢) = 0 and Cy(&) = ¢/?(¢) /p(&) and write down
the final form of the solution to Equation (2):

R sin (p(g)e’i‘P(é)t)
o) = — @ ©)

Let us now apply the inverse Fourier transform to function (5) according to the formula

“+o00

u(x,t) = E () (x, 1) = % / A(E, e 2 dg.

—00

And as a result we will have the expression

1 7’"5in (p(@)eio@)t)

1 i(9(8)-%2) gz,
o G ¢

u(x,t) =

—00

Taking into account the evenness of function p given by (3): p(—¢) = p(&), and the
oddness of function ¢ given by (4): ¢(—¢) = —¢({), we transform the last expression to

the form
0 & —i +o0 s —i
1 [ fin(p@eO) o sin (e #9) e
L‘(’“'”:znu NCR d“O/ o
+00 s i 400 s —i
| [fsin (e@ee @) sin (p(§)e @)t
_ 1 ~i(p(&)-x2) 4 i(p(®)-x2) 4
2"[0/ 0@ €+O/ 0@ ¢
1 7
N S o E) @t sing(?)
_2”0/ S 50 ()1 c0s 9() + p() — ag)erl s
+sin (p(2)t cos 9(8) — g(2) + xg)e PO | g, ©)

Remark 2. Forwvalues b = 0and c = 0in Equation (1), from formula (6) we obtain the fundamental
solution to the wave operator.

Indeed, if we put the values of constants b = 0 and ¢ = 0 in Equation (1), then from
formula (6) we obtain

1 o sin ((at — x)&)  sin((at + x)¢)
u(x,t):zmo/[ z + z ag.
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Taking into account the well-known formula
+oo /2, a >0,
/ RUICI 2 =0,
0 ¢ -n/2, wa<0,
we have a function .

u(x, t) = Z—QG(at — |x]),

which is a fundamental solution of the wave operator 92/9t2 — a29?% /9x2. Here, 6 is the
Heaviside function.

3. Main Results

Based on the obtained function (6), we prove the following statement.

Theorem 1. If the condition
a*& 4+ b&sin (hf) +¢ > 0 @)

is satisfied for all & € (—o0,400), the function
G(x,£;¢) :=sin (p(2)t cos (Z) + ¢ (g) — x)el oo (®)

+sin (p(2)t cos ¢(&) — ¢(Z) + xg)e PO (8)

satisfies Equation (1) for all values { € (—oo,+00) in the classical sense.

Proof. Let us calculate the derivatives of function (8):
Gu(x,£:8) = —p*(§) sin (p(2) cos p(Z) — p(Z) — x§)ef s ¢(O)

—p2(&) sin (p(&)t cos (&) + (&) + x&)e r@)tsineld); )

Gel,58) = —cos (p(E)tos 9(&) + 9(§) — xE)e? 15 9ld

+&cos (p(§)t cos 9(&) — @(¢) +xg)e PO,

then
Gu(x — I, ;&) = —Zcos (p(&)t cos @(&) + (&) — x& + hE)er©)tsine(d)

+¢cos (p(&)tcos (&) — p() + x& — he)e PE)!sing(d); (10)

Gxx(x,58) = —&sin (p(&)tcos (&) + (&) — xg)eP(é‘)tsinq)(é)

—¢%sin (p(§)t cos p(&) — @(Z) +xg)e PEIINPLE), (11)
Substitute functions (8)—(11) into Equation (1) and obtain

G (x, £;8)ePQtsne(©) 4 Gy (x,t;&)eP@Fsine@) — g, (12)
where
Gi(x,£;¢) = p*(Z) sin (p(§)t cos p(Z) — (&) — x¢)
—(a%8% +¢) sin (p(¢)t cos (&) + p(§) — x7)
+b¢ cos (p(&)tcos 9(§) + ¢(&) — x¢ + hS), (13)

and

Ga(x, £ &) := p*(&) sin (p(&)t cos (&) + @ (&) + x£)
—(aZ2 + ¢) sin (p(&)t cos ¢ (&) — (&) + x£)
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—bg cos (p(§)tcos ¢(&) = (&) + x¢ — hg). (14)
Let us check the validity of the equality

0% (&) sin (p(&)t cos ¢(&) — (&) — x¢)

= (a& + ¢)sin (p(&)t cos ¢(&) + (&) — x¢)
—bg cos (p(&)tcos ¢(G) + @(&) — x§ + hg). (15)

For convenience in calculations, we introduce the notation

p(§)tcos 9(8) — ¢(8) — x¢ = & = a(x, £;0).

Now, taking into account the introduced notation «, we transform the right-hand side of
equality (15) and obtain

(a2¢% + ¢ sin (& +2¢()) — b¢ cos (a + (29(8) + he))

= (a*& 4 ¢)[sinw cos (2¢(€)) + cos asin (2¢(¢))] — b&[cos a cos (2¢(¢)) cos (hE)
—cosasin (2¢(¢)) sin (h¢) — sinasin (2¢(¢)) cos (h¢) — sina cos (2¢(¢)) sin (h¢)]
= (a?¢ + b&sin (hE) + ¢) cos (29(¢)) sina
+(aE 4 b¢ sin (h&) + c) sin (2¢(¢)) cos «
—b¢ cos (h¢) cos (2¢(E)) cos a + b cos (hE) sin (2¢(&)) sina. (16)

Let us find the values of cos (2¢(¢)) and sin (2¢({)), taking into account formula (4),
and trigonometric formulas

= arcsin

1 X
V1+ 2 V1+aZ

As a result of calculations and taking into account condition (7) of the theorem, we obtain

_ b¢ cos (hé) _ b¢ cos (hg) ?
cos (2¢(¢)) = cos <arctana2€2 + b¢ sin (h¢) + c) B <1 * <a2§2 + b¢ sin (h¢) + c) )

arctan x = arccos

-1/2

_ ((azéz + b¢ sin (hgf) + c)2 + (bé’ cos (hé'))Z) -1/2

N (a2E2 4 b sin (hE) + c)2

= 4282 + bg sin (hS) + c| _ a*¢% + bg sin (h¢) + ¢
@) Q)

b cos (hE) >
a2Z2 + bZ sin (h¢) + ¢
_ b¢cos (hg)|a*g? + b&sin (h¢) +c| b cos (hE)
(@ +sin (k) +0)p*(5) p2(E)
Let us substitute the obtained values (17) and (18) into equality (16), and as a result,
we have

(17)

and

sin (2¢(¢g)) = sin <arctan

(18)

02(2) [(a2gz + b&sin (hE) + )% sina + (4222 + bE sin (&) + ¢)bE cos (hE) cos

—bE cos (hE) (aE + bEsin (hE) + ¢) cosa + (bE cos (hE))? sin oc}
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= 9215) [(u262 + b&sin (h¢) + ¢)* + (bE cos (hé))z} sina = p%(&) sina.

Thus, we have shown that equality (15) is true, which means function (13) is

Gl(x, t; g) =0.

Similarly, we can show that equality

0*(€) sin (p(&)t cos ¢(&) + (&) + x7)

= (a*¢% + ¢) sin (p(&)t cos (&) — (&) + x¢)
+b& cos (p(¢)tcos ¢(&) — @(&) + x¢ — hi) (19)

holds. Let us introduce the notation

p(¢)tcos @(8) + @(§) + x5 =: B = B(x,£;0),

and, taking into account condition (7) of the theorem and formulas (17) and (18), transform
the right-hand side of equality (19):

(a*¢% + ) sin (B —29(8)) + bE cos (B — (2¢(§) + hE))
= (a%¢* + ¢)[sin p cos (2¢(&)) — cos Bsin (29(¢))] + b¢ [cos B cos (2¢(¢)) cos (hE)
—cos Bsin (2¢(&)) sin (hE) + sin Bsin (2¢({)) cos (h) + sin B cos (2¢(&)) sin (hE)]
= (a%¢% + bg sin () + ¢) cos (2¢(§)) sin B
—(a*& + b¢ sin (h¢) + ¢) sin (2¢(&)) cos B
+b¢ cos (hé) cos (2¢(C)) cos B+ bé cos (h¢) sin (2¢(¢)) sin B

= pzig) [(az(jz + b¢ sin (h&) + ¢)?sin B — (a*E + b sin (h&) + ¢)bE cos (hE) cos B

+b& cos (hE) (a*E2 + bE sin (hE) 4 ¢) cos B + (bE cos (hE))? sin IB} = p%(&) sin B.

And, thus, it is proven that function (14) is Gy (x,t;¢) = 0.

Substituting the obtained values G;(x, t;{) = 0 and G, (x, t;¢) = 0 into equality (12),
we verify its validity. Thus, by directly substituting function (8) into Equation (1), we show
that it satisfies the equation.

In addition, since condition (7) of the theorem is satisfied, the function (4) is defined
correctly for any of its parameters, and, therefore, the function (8) is defined correctly for
any of its values. So, function (8) is indeed a classical solution to Equation (1), an infinitely
smooth solution to Equation (1). The theorem is proven. []

Remark 3. Condition (7) in the formulation of the theorem is the condition for the strong ellipticity
of the differential-difference operator of Equation (1).

4, Fulfillment of the Theorem Condition

Let us determine under what conditions of parameters a, b, ¢, and & of Equation (1)
condition (7) of the theorem is satisfied for any ¢ € (—oo, +00).

Obviously, the condition ¢ > 0 must be satisfied, which follows from inequality (7)
with the value ¢ = 0.

Next, consider a quadratic function

f(E) := a?& + b&sin (h&) + ¢
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with respect to the variable ¢, the graph of which is a parabola with branches directed
upward. The values of an even quadratic function f (&) will be strictly positive if condition

b? sin? (h&) — 4a’c < 0

is satisfied.
From the last inequality, we obtain

4q%¢

Obviously, this relation will be satisfied for any values of { € (—oo,+0) if condition
4ac > b? is satisfied.
Thus, we have two conditions

4a%c > b?, ¢ >0. (20)

Remark 4. Conditions (20) are sufficient for the existence of classical solutions to Equation (1),
determined by formula (8).

5. Conclusions

In this work, using an operational scheme in a half-plane, an explicit solution to a
two-dimensional hyperbolic equation with a translation operator with respect to a spatial
variable in the lowest derivative is constructed. A sufficient condition is obtained that
guarantees the existence of classical solutions to this equation. Classes of equations for
which the conditions of the theorem are satisfied are given. It is planned to use the results
obtained for further research into initial problems in the half-plane for differential-difference
hyperbolic equations with a translation operator in the lowest derivative. Note that such
an equation has not been considered previously.
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