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Abstract

In this paper, we introduce a fractional analogue of the Wiener polynomial chaos
expansion. It is important to highlight that the fractional order relates to the order
of chaos decomposition elements, and not to the process itself, which remains the
standard Wiener process. The central instrument in our fractional analogue of the
Wiener chaos expansion is the function denoted as H, (x, y), referred to herein as
a power-normalised parabolic cylinder function. Through careful analysis of several
fundamental deterministic and stochastic properties, we affirm that this function essen-
tially serves as a fractional extension of the Hermite polynomial. In particular, the
power-normalised parabolic cylinder function with the Wiener process and time as its
arguments, Hy (W, t), demonstrates martingale properties and can be interpreted as a
fractional It0 integral with 1 as the integrand, thereby drawing parallels with its non-
fractional counterpart. To build a fractional analogue of polynomial Wiener chaos on
the real line, we introduce a new function, which we call the extended Hermite func-
tion, by smoothly joining two power-normalized parabolic cylinder functions at zero.
We form an orthogonal set of extended Hermite functions as a one-parameter family
and use tensor products of the extended Hermite functions as building blocks in the
fractional Wiener chaos expansion, in the same way that tensor products of Hermite
polynomials are used as building blocks in the Wiener chaos polynomial expansion.
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1 Introduction

The area of fractional calculus has made its way into various pure and applied scientific
fields, as evidenced by its integration into numerous disciplines, (see [11]). Recently,
there have been several attempts to incorporate fractional calculus into stochastic
analysis (see e.g. [19, 26]). In this paper, we create a fractional generalisation of
the Wiener chaos expansion (see [10, 13, 35]) by constructing an analogue of Wiener
chaos based on the extended Hermite functions. We define these functions by smoothly
joining at O two specific parabolic cylinder functions with an exponential factor. In
the process, we demonstrate that this parabolic cylinder function with an exponential
factor, which we call “a power-normalised parabolic cylinder function”, acts as an
extension of the Hermite polynomial, particularly on R ™. It retains the same martingale
properties and other fundamental characteristics of the Hermite polynomial. However,
power-normalised parabolic cylinder functions form an orthogonal basis only on R
To create an orthogonal basis on the entire R, we need to smoothly join at 0 two
specific power-normalised cylinder functions. The resulting function, which we call the
extended Hermite function, is used as a building block in the Wiener chaos expansion,
see [38, 40, 45]. Hence, it is accurate to state that power-normalised parabolic cylinder
functions and extended Hermite functions can be viewed as fractional versions of
Hermite polynomials.

Many researchers have been exploring fractional Brownian motion and the asso-
ciated stochastic analysis, as illustrated in books such as [30] and [4]. Here, we are
pursuing another "fractional" aspect, focusing solely on ordinary Brownian motion
while considering the order of chaos components to be fractional.

The concept of homogeneous chaos, introduced by Wiener in 1938 (see [44]),
involves studying square integrable nonlinear functionals of Brownian motion. This
concept was reinterpreted by Cameron and Martin, who developed an orthogonal basis
for these functionals using the so-called Fourier-Hermite functionals, formed from
tensor products of Hermite polynomials. Later, in 1951, It6 introduced the construction
of multiple Wiener integrals to be used in the orthogonal decomposition of the space
of square-integrable Brownian functionals. It is now well known, see e.g. [4, 13, 16,
29], that these three approaches describe the same concept.

In this paper, we propose a fractional extension of the polynomial chaos expan-
sion. First, we introduce a fractional extension of the Hermite polynomial, which we
call the power normalised cylinder function. Using these power-normalised cylinder
functions, we create an orthogonal system of functions on R™. Finally, by using two
orthogonal sets of power normalised cylinder functions, we create the set of extended
Hermite functions, which are orthogonal on R. We use the extended Hermite functions
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in the corresponding chaos, where the tensor product of Hermite polynomials in the
ordinary Wiener chaos expansion is replaced by the tensor product of extended Her-
mite functions. This fractional analogue of Wiener chaos provides new expansions in
orthogonal functions, which may be used in solving PDEs with such stochastic inputs
when ordinary chaos expansion is not possible.

Moreover, the fractional analogue of the Hermite polynomial (power normalised
cylinder function) can be considered a fractional-order Itd integral with integrand 1.
The introduction of this fractional analogue of the Hermite polynomial is the small
first step toward developing the theory of fractional stochastic calculus. The question
of whether the extended Hermite function can be considered as a a fractional-order
1t integral, along with the other properties of this newly defined function, will be
discussed in the continuation of this paper (Fractional Wiener Chaos. Part 2), published
separately.

2 Preliminaries. Polynomial Wiener chaos expansion

The Wiener Chaos expansion is a fundamental concept in stochastic analysis, see
[22, 23]. Originating from the classical results of Wiener [44], after the work of Itd
[21], it now plays a central role in Malliavin calculus. The connection between mul-
tiple It6 integrals and Hermite polynomials has become a classical result nowadays.
In its polynomial form, the Wiener polynomial chaos is widely applied in computa-
tional engineering and physics [17, 37, 39]. The Wiener Chaos is also used in solving
stochastic partial differential equations (SPDEs), when considered in the white noise
framework, see e.g. [20, 28].

In this section, we present a brief introduction to Wiener polynomial chaos. For
more detailed introduction see for example [10, 17, 24].

The extended Hermite polynomials (sometimes called Gaussian Hermite Polyno-
mials), for x € R, ¢ > 0 and n € N U {0} are defined (see, for example, [31, 35])
as

2 d" 12
Hy(x,t) = (—1)”t"efd <e2t> , forn e N 2.1

xn

with Ho(x,#) = 1. Sometimes, the extended Hermite polynomials are referred to
as time-space Hermite polynomials, highlighting that x can be considered as a spa-
tial variable and ¢ as time. This perspective is particularly useful when dealing with
Hn(W;, t), where (W;),>0 is a Wiener process.

For t = 1 we get the classical Hermite polynomials &, (x) := H,(x, 1), i.e.

2 dh 2
ho(x) = (=1)"e2 T e 7. 2.2)
It is easy to see that
n X
Hy(x,t) =t2h, (ﬁ) , n € NU {0}. 2.3)
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2826 E. Boguslavskaya, E. Shishkina

The extended Hermite polynomials H,, (x, ¢) form an orthogonal basis in L2(R, v;(dx))
2

with v, (dx) = #e_%dx, see for example [36].
Wiener [44] originally introduced the homogeneous chaos expansion, using the term
"polynomial chaos" to denote the set of all multiple integrals taken with respect to
the Wiener process. Cameron and Martin [7] demonstrated that any square-integrable
functional with respect to the Wiener measure on the set of continuous functions on
the interval [0, 1] vanishing at O can be expanded into a series of Hermite polynomials
in a countable set of Gaussian random variables, convergent in the L? sense. 1t6 [21]
established the connection between these two approaches. This made the Hermite
chaos expansion a fundamental tool for representing second-order stochastic processes
through orthogonal polynomials in a countable set of Gaussian random variables.
Let g € L%([0, T']) with

T 2
lgll = f S| 2.4)
0
and let
T
§= /g(t)dW;, (2.5)
0

where W = {W;};>0 is a Wiener process. Note, that H%\I follows the standard normal
distribution:

T
£ L/g(t)dw, ~ N(0, 1). (2.6)
gl gl /

By formula (1.15) in [10], the iterated Itdintegral can be expressed as follows for each
natural n:

T t, t
L,(g) =n!//-~~/g(t1)g(tz)-.-g(tn)de AW, = |gl"hy (H%H)
0 0 0
T
—H, / gdw,. gl | - @7
0

We take the latter expression as a definition:

Definition 1 Let g € L2([0, T']). We define the n-fold Itd integral of function g as:
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T

In(8) = Ha / cdw,. gl | - 2.8)

0

We also use Proposition 1.8 from [10] into the following definition:
Definition 2 Let g1, g2, ... be orthogonal functions in L ([0, T']). We extend Defini-
tion 1 to the tensor product of functions as follows:

T

,
L e @ g2 = [T [ ewaweil? ). 29)
= 0

where { ji };_,is set of r pairwise distinct natural numbers such that j; +- - -+ j, = n,
{ix};_, is also a set of r pairwise distinct natural numbers, and ® denotes the tensor
product.

Now consider the renormalisation of fOT gk (t)d W; such that the norms of functions
gr are equal to 1, ||gx|l = 1 for all k. Theorem 1.10 in [10] or Theorem 2.2.4 in [20]
can be reformulated in our context as follows (see also [17]):
Theorem 1 Suppose F is a square integrable random variable in L*(R, n(x)dx) with

nx) = —e_ L , and let {£;}7° | be a set of independent normally distributed random

varlables Wlth mean zero and variance one, & ~ N(0, 1). Then there exists a unique
representation

F=EF)+)Y > SO ]_[ hj (&) (2.10)

n=1 jit.+j=n  i1,i2,...ir;
i1 #imfOr 1#m
o0
— o1
=EM+) D> X < HHM» 211
n=1 jit.4j=n  i1,i2,..0;
i1 #imfOr 1#m

where ji and iy are natural numbers, c] ”2 ]’

is in L2(R, n(x)dx) .

are some constants. The convergence

The represention in Theorem 1 is called the Wiener-Itd expansion of random vari-
alble F.

3 Background and the definition of the power-normalised parabolic
cylinder function

Let us consider the extended Hermite polynomials, which depend on x € R and a

parameter y > 0 (this corresponds to equation (2.1), with y used instead of ¢ to
emphasize that this parameter is not necessarily time).
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2828 E. Boguslavskaya, E. Shishkina

2 gn 2

Ha(x,y) = (—=)"eT ~—e 5, neNU0). 3.1

dx"

Formula (3.1) is called the Rodrigues formula for the (extended) Hermite polynomials.
Let x = wy(x) denote the Gaussian density by

67% x eR, y >0, 3.2)

wy (x) =

and by N,z and N, denote the sets of all odd and even natural numbers, respectfully.
It is well known, see e.g. [14], that

e {H,(x, y)},en forms an orthogonal basis on L2(R, wyx)dx),
o {H,(x,y)}nen,,, forms an orthogonal basis on L2(RT, wy (x)dx),
o {H,(x,y)}neN,,, forms an orthogonal basis on L2(RT, wy (x)dx).

In particular,
7 n+k
/ Hue. YHUE Yy ©)dE =nly? . nkeNU[)  (33)

and

00
/Hn(gv VHe(E, y)wy(%_)dé: = ”!y#(Snk, n,k € Neyen U{0} orn, k € Nygq
0

3.4

where w = wy(x) is the Gaussian density (3.2), §,« is the Kronecker delta. We aim
to generalise the extended Hermite polynomials to fractional order parameters while
maintaining orthogonality.

Consider the following representation: for a non-negative integer n, we have (see
[1], formula 19.13.1)

n X2 X
H,y(x,y) =y2e¥ D, <—) , n € NU {0}, 3.5
vy

where D, is the parabolic cylinder function, see [27].
Now, for « € C, the parabolic cylinder function, Dy is given by (see [1], formula

19.12.1)
22 V2z e l—a 3 22
2) ry" U2 )

N =

)

N R

o« _ 22 1
Da(Z)=ﬁ22€_4<—a1F1 <—
r(5%)
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Here

e¢]

(@2 I+
VFi(abin) = ) o5 (@ =
2 Gy I'(a)

is a generalised hypergeometric function (a confluent hypergeometric Kummer’s func-
tion of the first kind). Substituting in (3.6) the expanded expressions of hypergeometric
series we get

2
ST

n=0

Doz (Z) =

Considering (3.5), since @ € C in (3.6), we can extend H,, by the parameter n to the
set of all complex numbers.

Definition 3 The function

XZ
Hy(x,y) =y2e® Dy (L> , x € R, y >0, a € C, (3.8)
VY

is called the power-normalised parabolic cylinder function. Here, D, denotes the
parabolic cylinder function as described in (3.6).

One can also consider H,(z, y) as a function of the complex variable z. Since
D, () is an entire function of z, Hy(z, ¥) is also an entire function of its argument z.

4 Some properties of the power-normalised parabolic cylinder
function

4.1 Partial differential equation and boundary conditions for the power
normalised parabolic cylinder function

Proposition 1 The power-normalised parabolic cylinder function Hy (x, y), forx, a €
R, y > 0, has the following properties:

1. For x > 0 and as the parameter y tends to zero, Hy(x, y) approached x*:

lim Hy(x, y) = x“. 4.1)
y—0
2. Derivatives of Hy(x, y) with respect to x and y, for x € R, y > 0, are given by

a
7y He(x,y) = aHa1(x, y), (4.2)

a(ae—1)

7 Ha2(x,y). 4.3)

d
57101()@)7) = -
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2830 E. Boguslavskaya, E. Shishkina

3. For x > 0 and for any a € R function u(x,y) = Hy(x,y) is the solution
u = u(x, y) to the problem:

uy + %uxx =0,
M(x, O) =.xa, (4'4)

a «o
27y7

MO, = T T -
©, y) \/_F(IT)

2
Proof 1. According to the approximation Dy (z) ~ z%e¢~ # for large z and moderate
« as stated in [1], p. 689, formula 19.8.1 we get:

a ﬁ X
lim Hy (x, lim y2e® Dy, | —
) a(x, y) y_)oy e a(ﬁ)
o

o 22 X x?
lim y2e® | — | e & =x“. 4.5)
y—>0y (ﬁ)

2. For the derivative of Dy (z), we have the formula

4 po(z) = aD ) 46
e w(z) =« a—l(Z)_E «(2), (4.6)

which can be obtained from 19.6.1 in [1], p. 688. Therefore, we can calculate

) ()

For the derivative with respect to y, utilising equation (4.6) and formula 19.6.4 from
[1], p. 688, we get

|
ST
= |CD
TN
<
IR
Q
v,h\:
)
sz
oY
S =
N~
N~

d
B—Ha(x, y) =
y
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_ %81 ( <L>_L (L))
a(a —1) e ﬁ ( X >
—_—y 2 4 -
2 Jy

—1
_ —%Ha_z(x,y»

3. According to formulas (4.2) and (4.3) we get that H, (x, y) satisfies equation in
(4.4). According to formula (4.1) we get a condition in (4.4). O

We call Hy(x,y) the power-normalised parabolic cylinder function due to the
property (4.1).

4.2 The norm of the power normalised parabolic cylinder function

Proposition2 For all real « # 0, 1,2, ... and for fixed y > 0

S (5 v (£5)

) A7)

0 < |[Hall?,

where  is the digamma function, given by ¥ (z) = 1;((5)) .

Proof We have (see [18], 7.711.3)

x2
Helly, = 2(x,y)e Tdx
yo
1 T2 *\1? 2 )
= “ YDy | —= “dx=y* | D;|—)d
[l b= [
— 1 a]OD2<L>d _L a]oDz(é)df
_271yy0 aﬁ X{%:S]—m)’o o
yaw(l_Ta)_w(_%)
2 (—a) ’

where 1 is the digamma function, given by ¥ (z) =

F(z)

For o < 0 we get ¥ (1 “) >y ( ) since V¥ (z) is strictly increasing for z > 0
and I'(—a) > 0, therefore ||Hy||w > 0

Fora > 0, # 0, 1, 2, ... we can use the following equality (see [2], p. 516)

oo

b—a
Yo+ —Ya+D) =Y —————  a#b  ab#-1,-2,-3, ..
= (n+a)(n+b)
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D)
o

Fig.1 v (‘%“) — ¥ (-%) and I'(~a)

Therefore, we obtain the following formula

w(1;a>_‘/’<_%):%n=1 (n— 222) (n — 1)’

from which we see that ¥ (15%) — ¢ (—%) and I"(—) in (4.7) have the same simple

poles at « = 0, 1, 2, ... and do not have any other poles. Also, it is easy to see that
¥ (15%) — ¥ (—%) # 0and I'(—a) # 0. The behaviour of ¥ (15%) — ¢ (—%) at
a =k, k € NU {0} is given by (see Figure 1)

. l—« o .
(0 (55) v (5)) = i ree = e
. l —«
oz—1>1§cl+0<w< 2 )_w(
. l—« o .
a%%lkrillfo (W < 2 ) —v _§>> - (xa%llgrllf()r(_a) -
lim (w(““) —1//<—0—‘)) = lim I(—a)=4o0.
a—2k+140 2 2 a—2k+140

Therefore, we have

o .

v (%) -v(=%)
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4.3 Rodrigues’s formula for the power-normalised parabolic cylinder function

Here we present the fractional generalisation of Rodrigues’s formula for extended
Hermite polynomilas 3.1:

Proposition 3 For Hy (x, y) the following representation is valid

x2

XZ
Ho(x,y) =y%em (D%)e >, a>0, xeR, y>0, (4.8)

where is D% is the Riemann-Liouville fractional derivative (12.1).

Proof Letm = [a]+1 when « in not integer and m = « when « is integer. Calculating
2

(DY)ce” > by (12.1) we obtain

2 m 2

(D)™ = (D" F (0™

mea d™ 2
:(_l)myT X e YDy g (i)

Here formula (12.4) when 8 = m — « was used.
By the formula (see [3], p. 119. formula (16)) form € N, @ € R

m 2 2
— e T Du(z) ) = (=1)"e” T Dyym(z) 4.9)
dz™m
we obtain
7& [ ,ﬁ X
(DL)xe ¥ =y Ze ¥ Dy (ﬁ)
Thus, according to (3.8), we obtain (4.8). O

The connection between parabolic cylinder function and fractional derivative was
also noticed in [32].

4.4 On zeros of the power-normalised parabolic cylinder function

It is known that functions with infinitely many zeros are good candidates for construct-
ing an orthogonal basis. Think, for example, of cos and sin functions. Let us show that
He (z, ¥) fits this criterion. Specifically, we show that H, (z, ¥) has infinitely many
zeros for each positive non-integer «. Indeed, in [12] the Hermite function

Hy(x) = - (=2x0)"

sin(ma) (o + 1) i r(%%)
!

2
T n=0

@ Springer



2834 E. Boguslavskaya, E. Shishkina

for x > 0 was considered. From the Euler’s reflection formula, we get

g

F=o =-Seoresn

and, applying (3.7) and (3.8), we obtain

=)' (55

Therefore, from Theorem 3.1 in [12], we have the following proposition:

Proposition4 Letx >0,y > 0. Forn <a <n+1,n=0,1, ..., Hy(x, y) hasn+1
real zeros, and it has no real zeros when o < 0. Each zero is an increasing function
of o on its interval of definition.

5 Orthogonality of power-normalised parabolic cylinder functions on
the half-line

Here, we present the conditions under which power-normalised parabolic cylinder
2

functions are orthogonal with respect to the Gaussian weight wy (x) = e 2 on

R*.

1
2y
Theorem 2 Let ¢ be some real non-zero constant. Consider the following equation:

r(=3)
r(5%)
Equation (5.1 has infinitely many real positive non-integer roots.

Suppose o > 0 and o, > 0 with k,m € N are real but not integer roots of
(5.1).Then, the functions {Hg, (X, ¥)}rkeN form an orthogonal set with respect to x on

Q NIQ

=c¢, ceR\O. 5.1

X

the interval (0, 00) for a fixed y, with weight function e

1
J2my

2
(Ha» Hayhw = (X, M Ha, (x, )¢ Ddx =0, o # am, (5.2)

() v (-9

21" (—ou)

fH (x,y)e 2‘ dx = y% .(5.3)

J2Ty
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Proof Let oy and «,, be any real positive but not integer numbers. For oy # o, we
consider the integral

7” (6, ) Ha, (6, e~ 5 = y ™5 ]OD <L)D <i) “
J o) ’ U ’ J o ﬁ Om ﬁ .

Without loss of generality suppose oy > o;,. By formula 7.711.2 from [18] we have

Des (35) P (35)

b emteth | B

1
S %Om (r(“;’k)m—“g") F<"5”">F<“z">)'

5.4)

From the right side of (5.4) we see the if oy and o, are distinct positive non-integer
roots of the equation (5.1), i.e. I'(—%)=cI" (=) and I'(—%)=cI"(*5%), then

1 1
FOF9OI(=%)  TEFI(=%)
1 1
= 1—ay 1—ap - 1—ap 1—ay =0
eM(FHI(5=) el () I (%)

Moreover, it is easy to see that if o and «,, are distinct positive natural numbers of
the same parity, then the right-hand side in (5.4) is also equal to zero, which proves
the well-known fact that Hermite polynomials of the same parity form an orthogonal
system in £2(RF, wy (x)dx).

Now, let us show that (5.1) has infinitely many real positive not integer roots. Denote

A =72) (_Z)

r(%*)

For2n < a < 2n+2,n € NU{0} the function A = A(«) is continuous with A(«) < 0
for2n <o <2n+1,A(0) >0for2n+1 <a <2n+2,and AQn+1) = 0.
Moreover, we have forn e NUO

lim A(x) =—o00, lim A(x) = +o0.
a—2n+0 a—2n+2-0

Therefore, equation A(x) = ¢, where ¢ € R \ 0 has infinitely many non-integer
positive real roots, see Figure 2. (Similar function was investigated in [9])).

The case ox = «y, has already been calculated in Proposition 2 and is given by
“4.7). O
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2836 E. Boguslavskaya, E. Shishkina

Intersections at:
1.8641, 3.89897, 5.91599, 7.92655, 9.93391

10

[gX)]
—T T T

I (-al2)
I (1-a)/2)

c=4.2

-5

-10

Fig.2 Roots of A(a) = c, with c=4.2. Here o] ~ 1.8641, oy & 3.89897, a3 & 5.91599, ary ~ 7.92655,
s ~ 9.93391

6 Sturm-Liouville problem for the Hermite equation and orthonormal
basis

In Theorem 2, we discovered that the functions Hg, (x, y), where k € N with oty > 0

I—ay
2

_ %
and oy ¢ 0,1,2,... and %:C, where ¢ is some fixed real non-zero number,

form an orthogonal system with respect to x in L2(R*, w(x)dx). In this section, we
aim to address the question of the completeness of such a system. It is established (see
[43]) that identifying a complete orthogonal system of functions typically requires
examining some boundary value problem for an ordinary differential equation, specif-
ically, the Sturm-Liouville problem. The solution system of the specified boundary
value problem then serves as a suitable basis.

Let y be a fixed parameter and x > 0. Now we would like to find the Sturm-Liouville
problem for Hy (x, y). It is easy to see that

d x2 X
xd_HOt(-x’ )’) = _HOl(x’ Y) - _Hot-‘rl(x’ y):
X y y

d? x2 X
_yﬁHﬂl(-x7 }’) = __Hol(xa )’) +aHDt(x7 J’) + _H(Jl-f—](x’ y)a
X y y

therefore Hy (x, y) satisfies to the boundary value problem

Ly R(x) = aR(x), x > 0;
R(x) ~ x9, (6.1)

X—>+00
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where

d
Ly =—-yD*+xD, D=—.

dx
Here, we have taken into account (4.5).
We also have
o o atl  a—1
Jm22y2 d Jr2 Ty T
Hq (0, y) = , —Hy (x, =——. 6.2
«(0,y) F(I_Ta) dx o (X, Y)x=0 F(—%) (6.2)

So Hy (x, y) is a nontrivial solution to the singular Sturm—Liouville problem (6.1).

It is widely recognized that if an operator is self-adjoint within a specific domain,
then several standard methods exist, see e.g. [43], to demonstrate that the eigenfunc-
tions of this operator constitute an orthonormal basis in the corresponding Hilbert
space. Consequently, to apply Sturm-Liouville theory to the operator Ly , it is nec-
essary to define a domain in which L4y is self-adjoint for all functions within this
domain.

Lety >0, >0,& #£0,1,2, ..., a.c.(0, 00) is the class of absolutely continuous
on (0, co) functions,

D={f.f €a.c(0.00): f, Lyf € L*(R*, w(x)dx)},
a&) =TI (%), bE) = —\/%F (—%) Then in the definition domain

De(Ly) ={f € D:af(0) —bf'(0) =0}, a,beR,

the operator L7, is self-adjoint.
Since

1-§ y £\ d
r (T) Ha(O, y)+\/;F <_§> aHot(Ov y)lx:()

“rimreg () () ()

—0, (6.3)

we get that Hy (x, y) € Dg (L) by x.

In other words, H, (x, y) is an eigenfunction of the self-adjoint operator L7, with
the corresponding parameter value « being its eigenvalue. Given that the problem
is singular, the theory of eigenfunction expansion from the regular Sturm-Liouville
problem cannot be applied directly. We shall consider the set of functions orthogonal
with respect to x, {Hg, (X, ¥)}keN, on the interval (0, oo) as described in Theorem 2.
Each H,, (x, y) is an eigenfunction of L4y, leading us to conclude that the eigenvalues
o, withay > Oand oy # 1, 2, .. ., are real, countable, ordered, and include a smallest
eigenvalue. Hence, they can be listed as o1 < oo < ... < o < .... However,
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there is no largest eigenvalue, and oy approaches +oo as k approaches +oo. For
each eigenvalue oy, there exists a corresponding eigenfunction H, (x, y). Thus, the
operator Ly exhibits a purely discrete spectrum. According to [43], if a self-adjoint
operator possesses a purely discrete spectrum, it must have a complete orthonormal
sequence of eigenfunctions.

Therefore, eigenfunctions H, (x, y) corresponding to different eigenvalues form a
basis in L2(R*, w(x)dx) with respect to x under the conditions of Theorem 2. Thus,
we obtain the following theorem.

Theorem 3 For each f(x) € Dg(Ly), there exists a decomposition

F0 =Y e, 1), o = LTl Dl
pa 1 Har

where o > 0, k € N, and oy # 0, 1,2, ... are eigenvalues of Ly such that a1 <
0 < ...<0<...

In [9], an explicit form of a one-parameter family of orthonormal bases for the space
L*(RT, w(x)dx) was provided. Specifically, it demonstrated that the set of functions
D,, forms an orthonormal basis in L>(R™, w(x)dx) with eigenvalues (o + %).

7 Appell integral transform and the martingale property of the power
normalised parabolic cylinder function

7.1 Appell integral transform

The main tool for studying the probabilistic properties of power-normalised parabolic
cylinder functions of Wiener Process {Hy (W;, t)};>0 is the Appell integral transform,
which was first introduced in [5] for the bilateral Laplace transform. Here, we define
the Appell integral transform on the Laplace transform to apply it to our purposes.

We call #x,{g}(y) the Appell integral transform of function g with respect to
random variable X, if

.
S0 =L Lg,

where L is the Laplace transform and X; is a random variable with Ee %" < oo for
ally e R.

Given that we are dealing with generalised functions, it is important to discuss the
appropriate class of functions for o7, . Following [42], we first introduce the action of
the Fourier transform on the generalised function, and then we will narrow the scope
of integration to the application of the Laplace transform.
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Let f be a locally integrable function in R such that f(u) = 0 for u < 0 and
| f(u)| < Ae™ for u — 400, then the Laplace transform of f is (see [46])

e ¢]

L{f}(s) = /e_‘”‘f(u)du, s=&+ineC. (7.1)

0

Function L{ f}(s) is analytic in the half-plane & > a.
The Fourier transform of an absolutely integrable on R function f is

o]

FIf1E) = / e f(x) dx. (7.2)

—00

Function F{ f}(&) is continuous and bounded in R.

Suppose D = D(R) is a space of test function, S = S(R) is a Schwartz space, and
D' =D'(R) and S’ = §'(R) t are their respective dual spaces.

The following notation defines a canonical pairing:

(f,¢)::/f(x)¢(x)dx, peS o ¢eD.

The Fourier transform of any generalised function f € S’ is given by

(F{ifto)=({f.Flo}), ¢eSs.

The set of generalised functions f € D'(R), f = f(u), vanishing at u < 0 is
denoted by D'T. It is known that if fi, f» € D'T, then f| * f» € D'" and D't is
a convolution algebra. The unit element in the algebra DT is the §-function, since
it satisfies § * f = f. Let & = D't NS, 8" be a convolution algebra. Denote
by Dt the set of generalised functions f € D'*, f = f(u), that have the property
fw)e 5" € S'* forall £ > a. D, is also a convolution algebra.

Let f € DI, f = f(u), then f(u)e™5* € S'* forall £ > a. This implies that the
generalised function f(u)e5* has a Fourier transform for each & > a, therefore the
Laplace transform of the generalised function f € D.t, f = f(u), can be defined as
(see [46])

LIfYs) = Fifwe "} (—m eS8, s=&+ineC, £>a.

Another way to define the action of Laplace transform £ to the distribution f € D/t,
f = f(u), forall § > a is given by the formula

LUFYs) = (e7™ f(u), hu)e ™), s=&+ineC, &>a, (13)
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where A(u) € C°°, L(u) = 1 in a neighborhood of the support of the function f and
Au) = 0 for u < —1, therefore A(u)e~ =% ¢ S. Formula (7.3) can be written in
the form

LUfHs) = (fw),e™), s=&+ineC, &>a.

Let H, be a set of functions g = g(s) analytic in the half-plane § > a such that for
all ¢ > 0 and &y > a there exist numbers C.(&§p) > 0 and m = m(&y) > O that the
inequality

lg(s)| < Ce(E)e™ (14 |s|™), & > & (7.4)

is true. H, is an algebra with usual multiplication of analytical functions.
Let

gls) =L{f}s) =(fw),e™), s=&+ineC, §>a.

Inorder to f € D', itis necessary and sufficient that g € H,. Then forall b < a and
& > &) > a the inverse Laplace transform of a function g € H, is defined by

ds, (1.5)

E+ioco
d _\"" e g(s)
(s — bym+z """

= Ly
LMW} = f) = 5~ (du b

E—ioco

where m is from (7.4), gives f € DQ‘. Thus, a one-to-one correspondence is estab-
lished between the algebras D" and H,,.
Suppose f(u) = L Yg}u) is a generalised function and {X,};>¢ is a stochastic

process such that Ef fﬁl € D/F. Consider the pairing
f@ e
<Wv e ={f(w), Fo—uX: € H,, (7.6)

with respect to X = {X,};,>0. For g(s) = L{g}(s) € H, we can rewrite (7.6) in the
form of an integral transform

—1 e "
dx g} (y) = <£ g(u), W> (7.7)
We can formally express &y, as

(8} =L L7'g (7.8)

Ee—uX:

which we understand in the sense of (7.7).
For convenience, whether £ g(u) is aregular functional or a singular functional,
we will use the same notation
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—uy

A0 = [ L7860 - 19)

and understand (7.9) in the sense (7.6).
We will refer to the transform given in equation (7.9) as the *Appell Integral Trans-
form’.

Theorem 4 If

1. L7'¢geSisa generallsed function such that TX, e DIt
2. p(y,u) = Ee—“Xr px,(y) € SR x Ry), where px, (y) is the density of X,

3. If for each fixed y, y > 0 é;_}\x)zt is a martingale with respect to filtration F =
(Fo)e=0,

then o/x,{g}(X;) is also a martingale with respect to filtration F.

Proof Firstly, we see that E|.o7x, {g}(X/)| < oo.
Secondly, in order to show that .7y, {g}(X;) is a martingale we should show that

E[x {8} (XD Fs] = ox, {g}(X).

Let px, |, () denote conditional density of X; with respect to sigma algebra F. Then
for the conditional mathematical expectation with respect F; we can write

o]

—uX,
E[ox, {g}(X)|Fs]1 = E /C g(u) = ax du| Fs

o]

/ﬁ g(u) oo, du | xR () dy

oty
<£ g(u), Fo ik, PXiIF; (}’)>

)
-/
)
Zo
Since £7!g € " and 7ux, ,oX, (y) € S(R x Ry) we can write

e —uy
EL, (8} (X F] = <£‘g(u), / ﬁpx,my)dy>
—uX;

- <z:—1g(u),E [1;7 st

7qu
:<£ g(u), —>=dx5{g}(Xs),
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—uX,
as E [ — L - F Y] = F‘f —x- follows from the assumption that — K - is a martingale
with respect to F. O

7.2 Power-normalised parabolic cylinder function as an Appell integral transform

Let W = {W,};>0 be a Wiener process. For ¢ > 0 the density function of this process
is given by w(x, t) (see (3.2)). Formally, we agree that w(x, 0) = §(x). Therefore,
function w(x, 0) is a fundamental solution to the heat equation

Bw_ 102w
ar 2 9x?’

Therefore, for t > 0 we can write the Markov operator P; as

o0 o0
1 @—y)?
Prg(x) = / gwx —s,0)ds = —(— / g(y)e” 2 dy. (7.10)
. \/271[_00
Now, since
W, ® 1 2
—Uu _ —Uux — 7
Ee "t = _{O e " w(x, dx = —mﬁ{e 7 Y (u)
o 2 2
1 Cux—X u”
=ﬂ7{oe WZdx =e7!, (7.11)

then the Appell integral transform (7.9) for Wiener process is

Al ) = <c‘g(u), e“y“zz’>, ged (7.12)

or
dw g} (y) = /E*Ig(u)e*”’*%’du, gedS (7.13)

or
A hy) = LeTiL g, geS. (7.14)

Theorem 5 For o € R function Hy(x,t) can be represented as the Appell integral
transform for Wiener process in the form

Heo(x, 1) = @, {y*}(x). (7.15)
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Proof Let first consider the case « < 0. Denote 8 = —« > 0. According to formula
1.4.58 on p.23 in [25], we have

—1—B uf!
{y ") = 0.
re
Employing (7.13), we obtain
(0.¢]
u2
Ay Py = / L7y PYwe™ 2 du
0
° 2
_ 1 [uﬂ—le—th—“Ttdu
rae
0
o
2
= . 7%/uﬁ7]eﬂ‘x7%tdu
F(ﬂ)
0
oo
1 2 /3 1 (ut4x)?
= r(ﬂ)ﬂ e du |{ur+x=z)

0

=tﬁ1“(ﬁ) /(Z—ﬂﬂ e de = pe ()T

Applying formula (12.4) and (3.8) we can write

-8B B X2 X
dwy ") =t"2e " D_pg | — | = H_p(x,1).

7)
This results in (7.15) for o < 0.

Now, let us prove (7.15) for « > 0. We should consider two scenarios: when « is
an integer and when « is not an integer.

Leto = n € NU{0}, then the inverse Laplace transform of y” is the n-th derivative
of the delta function (see [25], p. 24, formula 1.4.62)

L7y w) = 8™ (w).

n M2
Since by (2.3) ddu” (e“x2f> = (—1)"H, (x, t), then by (7.12) we get
u=0

Ay ("} (x) = <5(")(u), et '_M;t>

n
et ()
u

u=0
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= Ha(x, 1).

Finally, let « > 0 and not integer. For such « and for the Caputo fractional derivative
(12.2) we have (see [15])

L7 w) = (D) ).
Here we used Caputo derivative for convenience, because next we apply the formula
for integration by parts in fractional integrals and we should obtain Riemann-Liouville
integral which is connected with H, (see (4.8)).

Letm = [a]+ 1. Then by (7.12) and by formula of integrating by parts in fractional
integrals (see [34]) we obtain

u2
5100 = (€D 8y, )
B <5(m)(u>, ((Ii"“)ue‘“_u;t>.

By (12.5) we get

u? m—a x* r)z X T
(" e ™™ T (1) =172 eu ™ e Dy—m <_+ ) )
NG

2
According to expansion of Dg(z) ~ zPe="7 for z large and B moderate from [1], p.

le
689, formula 19.8.1, function (I”"~%),e "~ 7' can be considered as a Schwartz test
function by u and

o—m x2 X tll2 t
Sy} x) = <5(m)(u), T eE D, (%»

Using the representation of parabolic cylinder function U (8, z) as an integral along
the real line for y > —1 (see [1], p. 687, formula 19.5.3)

Nf—

2 00

T T 7.2

D_,_1(x)= e—/ry—%e—( S dr (7.16)
T riv+a))

and (3.8), we get

a—m x? dm (X+Iu)2 x+tu
(— )"y, [y} () = 15 e D, <_>
' du™ o \/; u=0
Xz o X u2
= (—l)mgftfe_( jt{t) DD( (—X +t1/l)
\/; u=0
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= (—l)mg%[%Da <i> =
NG

= (=D"Hqa(x, ).

and @y, {y*}(x) = Hq(x, t). That yields (7.15) for non-integer o > 0. O

Remark 1 Tt is worth noting that, similar to Theorem 7.15, it can be demonstrated that

Ag, (Y1 ED = Mo (&, EEY) = Ho (&, lgll12), (7.17)

where & = fot g(s)dW; with g € L? and (Wi)i>0 is a Wiener process.

8 Power-normalised parabolic cylinder functions as a stochastic
process and its properties

Let {W;};>0 be a Wiener process, o > 0, then H, (W, t) is a stochastic process. We
shall provide some probabilistic properties of the process He (Wr, t).

Lemma 1 Let {W;};>0 be a Wiener process. Then the following formulas are valid

dHe (W, t) = aHy 1 (W, )d W,

or in other words

t
1
/ Ha 1 (Wi, )Wy = ~Ho (W, ).
0

Proof We know from Definition 3.8 that H, (x, y) has all derivatives by x and by
t > 0. Fort = 0 we take a limit with ¢t — +0 of H, or its derivatives by ¢. Therefore,
we can apply Itd formula

dHa(W[, t) -

I, 13°H M,
= (W, AW, + - — (W, HdW,)* +
2 ox ot

(W, t)dt
0x

O Hy O Hy 1 9%H,

= W;, t)dW, — (W, t —— (Wi, t) ) dt
8x( 1) t+<at(t )+28x2( ' ))
9

= H“(Wt,odwt
dx

=aHg—1 (W, 1)dW,;

we have
dHo (W, 1) = aHo—1(Wr, 1)dW;
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and
1
/Ha—l(st))de = aHa(Wz, 1).
[m}

Theorem 6 If{W,};>0 is a Wiener process, then the process Ho (W;, t) is a martingale
for a > 0 with respect to the natural filtration.

Proof 1t is known (see formula (7.11)) that £ _’W’V — e IWim1 sy martingale and
—uy 1 2
90(}” u) A fW, (y) e_z(y_tu) S S(R X R+)

V2t

By Theorem 5 we have Hy (x, 1) = oy, {y*}(x).
Generalised function g=£"! {y“}:(CD8‘+8)(x)eS/ for « > 0 and function
112
e‘T’(CDng(S)(u)eD;“. Therefore, by Theorem 4 Hy (W;, t) = oy, {y* }(W;) is also
a martingale. O

Theorem7 Leta > O ands < t, then

COV(HOZ(WIa t)v H(X(WYa S)) = Sa

o
2

N
Corr(Hg (Wy, 1), Ho (W, 5)) = (;)
Proof We know that for ¢t > s

Var(W;) = EWt2 =t,

corr(W;, W) = \/§ =p, Cov(W;, Wy) =s.

Since Hy (W, t) is a martingale EHy (Wr, t) = Hy(Wp, 0) = 0 for o > 0.
Now let us calculate the covariance.

Cov(Ho(Wy, 1), Ho(Wy, 5)) = E[Ho(W;, t)Ho (Wy, 5)]

2

oo o0

1 - 2 <ﬁ*2f/>iy+¥>

- Ho(x, YHa (v, 5)e 20N 5 gray
2m/ts(1—p?) / / “ “

—00 —00

2

/ / ‘(Ot( X, l)‘{()l( )7'5)8 - )( XS) >d'xd .
y
2:1 \/ls(l 10 )
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By (7.15) and formula (5.9) from [34] we obtain

Ho(—x,1) = /(CDﬁS)(u)e_”x_%’du,

U2
Ho(=y,8) = /(CD",‘S)(U)e_”y_Tde,
0

where ¢D* is given by (12.3), and

Cov(Ha(Wy, 1), Ho (Ws, 5)) =

1 00 00 Ca Cpa LD
Y o DZs D5 =TS dud
2m/ts(1 — p2?) ()/0/( 28)(u)(~DLd)(v)e udv x

0o 0 2 2
20 : 7 (XT_ZM“'}T)—‘”—UY
X e 20 dxdy.

—00 —0O0

é‘

For inner integral we have

[e sl ] <x2 2pxy+ﬁ)_ux_vy
I(u,v) = / /e 20— p2> N dxdy
Zn\/m
—00 —OQ
— o2 (W1 H2uvp/is+v%s)

I(u, v) is a moment generating function of a bivariate normal distribution.
Therefore, using formulas (5.16) and (5.20) from [34], we obtain

Cov(Ha(W,, 1), Ho(Ws, 5)) =

/ /( DY) (u)(C D 8) ()" PV dudv

f (D28 () (D 8) (v)e"* dudv = s*
0 0

Subsequently,

Corr(Ho (W;, t), Ho (W, 5)) =

Cov(Hg (Wi, 1), Ho (W, 5)) _<s)%
Var(Ho (W, 0)/Var (Hy (Ws, 5) '

O
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It is worth noting that when @ = 1, i.e. when Hy (W, t) coincides with W;, we
obtain the standard results for the correlation and covariance of the standard Wiener
process, as one would naturally anticipate.

Theorem 8 Let ¢ > O, then Hy(W;, t) is a self-similar process of order a/2, i.e.
(Ha(Wer, 1), 12 0) £ (3 Ha (Wi, 1),1 2 0).

Proof We have

o0
uz
Ho(Wer, ct) = iy, (¥} (Wer) = f L7 e Y= du
0

0
- w/0?
g‘/»cil{ya}(u)eiu\/zmi > 'du {eu=v}
0

o0
1 v v?
= — | ey = ) et WimT1 g0,
e ()T
0

Since
£y} (%) = (“D§.5) (%) =T (CDY8) (),
then
(Hoy (Wer, ct), t > 0) £ (C%HQ(W,, .1 > o) .

O

Remark 2 Note that H, (W;, t) is an example of a non-Gaussian self-similar process,
which, informally speaking, is a fractional power of a non-fractional process. It would
be interesting to compare it to other known non-Gaussian self-similar processes, such
as those discussed in [41], where, again informally speaking, a non-fractional power
of a fractional process results in a non-Gaussian self-similar process.

9 Extended Hermite function
9.1 Definition of the extended Hermite function

In this subsection, we take two specific power-normalised parabolic cylinder functions
from two different orthogonal sets on the half-line and join them smoothly to create
a new function. Our goal is to later use this function to construct an orthogonal set
of functions over the entire real line, similar to how Hermite polynomials form an
orthogonal set.
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Definition4 Let y > 0,and & > 0 be fixed real parameters. Let 4,0 < 4 < 1 be a
solution of the equation (with fixed «):

LT r(-y)
Vi () T () oY

We define the extended Hermite function of order a, denoted as He (x, y), by:

Hy(x, y), ifx >0,

. 9.2)
kHpg(—x, ny), ifx <0,

Ho(x,y) = {

where 8 = ua, Hy(x, y) and Hg(—x, uy) are power-normalised parabolic cylinder
functions (see definition 3.8), and the parameter « is given by:

()

o a(l—p) 2

e=n e Tt 93)
r (%)

Lemma2 Leto > 0. The extended Hermite functions are continuous smooth functions

inx, 7‘20, € C2(R).

Proof Since the power-normalised parabolic cylinder functions in (9.2) are solutions
to the boundary problem (6.1), to prove the lemma it is sufficient to verify that the
extended Hermite function is smooth at 0. Using (6.2) it is straightforward to see that

_ Ha0y) _ g T ()
T HpOouy) r (5o

i.e. Hy(0,y) = «kHp(0, uy) . Moreover,

atl  a—1
a T2 2 2T (5=
—Hg(x, y) =—f—3—H 0, y)\/j(—za)
dx x=0 F(_i) yr 7)
(1 ;ux
©.1) 2
="kHg(0, uy)— f W = —KH,a( x, My)
r(-4%) ~0
and by (4.2) and (6.2) we have
32 TQ2y)2 !
D Hatry)| =@ D20,y = al@ — DY
dx =0 r(1++5%)

o B
= ——Hu(0,y) = ——«kHp(0, ny) =
y wy
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2

0
=kB(B — DHp-—2(0, ny) = —KHﬁ( X, (Ly)
x=0

9.2 Orthogonal set of extended Hermite functions

Before we formulate the theorem regarding the orthogonal set of extended Hermite
functions, let us specify the two sets of power-normalized parabolic cylinder func-
tions, orthogonal on the half-line, from which we will construct the orthogonal set
of extended Hermite functions on the entire line. Specifically, we need to determine
the sets of real positive numbers {oy }xen and {Bk }ren such that {He, (x, y1)}ken and
{Hpg, (x, y2}ken, with fixed y; > 0,y > 0, form two sets of orthogonal functions
on the half-line. According to Theorem 2, two real numbers c; and ¢; are sufficient,
and equation (5.1) (with ¢; and ¢; instead of ¢) will provide the desired sets of real
positive numbers.

Proposition5 Let o > 0 be a fixed constant. Suppose ¢ = - a) and let |1, where
0 < w < 1, be the solution of the equation with fixed o:

) ey
Vi () T () oY

Let {otg }ren, where 2k — 2 < oy < 2k, be the sequence of solutions of the equation

r=s _
e c.
(%)
Suppose B = poy, then 2k — 2 < B < 2k, and By, is a solution to the equation
(==
%i) = —/nc. 9.5)
r(%*)

Proof We have 2k —2 < ay < 2k. Therefore, 2k —2) < u(2k —2) < pag < u2k <

2kas0 < < 1.
Define function f = f(x, u) with parameter i > 0 as f(x, u) = \lf If((]_lu)

Function f (x, ) is continuous and increasing function of x on [2’(—_2, %]. Moreover,
on (2k — 2, 2k) limy_,2x+1+1 f(x, 1) = £oo. Therefore, equation (9.4) rewrtitten as

fo, ) =—=f, 1)

has a unique solution on each interval [2k — 2, 2k], and equation (9.5) has a unique
solution on [2k — 2, 2k] Bx = ak. O
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Theorem 9 The extended Hermite functions {ﬂak (x, ¥)}ken with fixed parameter
y > 0 form an orthogonal complete set with respect to x on R, with weight function

X

wx,y) = \/ﬁe 2y

o0
) | ) ) e
(g oy ) = f Fla (6 )y, (6 v)e T dx =0, ag # am,

«/ﬁ_oo
(v(5%)-v (%)
2T (—ar)

o0
- 1 . 2
P9l = <o [ FE e =y
ﬁny_oo

(v (=52) - v (=)

2I' (—pog)

+(py )

Proof Let 8y = pay. For oy # vy, we have

VY ~ _32
(Hak, Hozm>w (x, y)Hotm (x, y)e o dx,
2
\/F zHﬂk( —x, wy)Hpg, (—x, uye % dx
- 2
Hey (x, y)Ha,, (x, Ve Tdx = 0.
0
o0
||7:[otk(x,)’)||w = \/m/Hgk(x,y)e Z}dx—l——/ zHﬁk( X, uy)e 2de
0
1- 1—po a
IRICORA )Mw(%)_w(—%)
- 2T (—aw) ”y ()

It is well known that the orthogonal decomposition on the real line in terms of Her-
mite polynomials is related to quantum harmonic oscillator. Similarly, the asymmetric
harmonic oscillator considered in [8], is related to the orthogonal decomposition we
above.
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10 Fractional Wiener chaos expansion via extended Hermite
functions

The question of how to define a fractional Itd integral is not easy. One of the way to
do it, is to use a power normalised parabolic cylinder function.

Namely, following Definition (1) we extend the n-fold It6 integral of function g as
following:

Definition 5 Let« > 0. The fractional «-fold It6 integral of g € L2([0, T) is defined
as

1%g :=Hqa (. 1IgID,

where
T
e = [ sraw,
0

and {W;};>¢ is a Wiener process.

Note, that when g(¢) = 1 we have
191 := Ho(Wy, 1),

i.e. the power-normalised parabolic cylinder function is a fractional integral of inte-
grand 1. We will not address the question of whether the extended Hermite function
can be considered a fractional integral in this paper; instead, we will reserve the dis-
cussion for the second part of this work, to be published separately. It is worth noting
that, as folows from Theorems 4 and 5, H, (W;, t) is a martingale, a property that does
not seem to hold for the extended Hermite function Hy (W;, t). Further exploration of
this topic will be deferred for future publications.

As a further step towards fractional chaos we take the fractional analogue of the
building block of the polynomial chaos defined in Definition 2, i.e. the tensor product
of extended Hermite functions. Please note that unlike non-fractional case, this build-
ing block of the discrete chaos is not a fractional integral, but serves its role in the
orthogonal decomposition.

Suppose g1, g2,... are orthogonal functions in L2([0, T1), and let {o} be
the sequence from Theorem 9 of real positive non-integer numbers such that
{ﬁak (x, ¥)}xen forms a set of orthogonal functions. Then, the analogue of the Fourier-
Hermite function from the original paper by Cameron and Martin, [7], or the n'"
fractional polynomial chaos is given by

T

,
[T, | [ exwamw.net? | (10.1)
k=1 0
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where r is a natural number such that {ji};_, is a set of r pairwise distinct natural
numbers such that ji +- - -+ j, = n, {ix};_, is also a set of r pairwise distinct natural
numbers.
Now we are ready to formulate the fractional analogue of Wiener-1td decomposition.
Consider the renormalisation of fOT gk (t)dW; such that the norms of functions gi
are equal to 1, ||gx|| = 1 for all k. Theorem 1.10 in [10] or Theorem 2.2.4 in [20] can
be reformulated in our context as follows (see also [17]):

Theorem 10 Suppose F is a square integrable random variable in L>(R, n(dx)) with

n(dx) = J_7 _de and let {£;}7°, be a set of independent normally distributed

random variables with mean zero and variance one, §; ~ N (0, 1). Let {a}72 | be the
sequence of real positive non-integer numbers such that {H, (x, y)}72 | forms a set
of orthogonal extended Hermite functions. Then there exists a unique representation

FeE+Y Y Y i [[en a0

n=1 ji+..4j=n i1,02,..,0r;
i1#imfor I#m

J1j2.Jr

ilin...ir are some constants. The convergence

where jx and iy are natural numbers, c;
is in L*(R, n(dx)) .

The proof is similar to the non-fractional case, and is based on the orthogonal
decompostion of L?, see for example Theorem 2.6 and Corollary 2.8 in [24], or
section 2.4 in [17].

It should be noted, that using Theorem 2.11 from [24] one can extend the results
of Theorem 10 from L2 to L?, 0 < p < o0.

11 Conclusion

We introduced the function Hy(x, y), which we refer to as a power-normalized
parabolic cylinder function. This function appears to serve as a fractional general-
ization of the Hermite polynomial on the half-line, as confirmed by our examination
of several deterministic and stochastic properties. In fact, in the same way that the
Hermite polynomial H, (W;, t) plays the role of “power function” for the Wiener pro-
cess, the power-normalized parabolic cylinder function Hy (W;, t) plays the role of
“the fractional power function” for the Wiener process.

The power-normalized parabolic cylinder function H,, (W;, t) is a martingale and a
self-similar non-Gaussian process. Moreover, we propose that the power-normalized
parabolic cylinder function can be interpreted as an «-fold fractional It6 integral with
an integrand of 1, drawing parallels with the non-fractional case.

As afoundational element for the fractional analogue of Wiener chaos, we introduce
the extended Hermite function , (x, y) by smoothly joining two power-normalized
parabolic cylinder functions, and construct an orthogonal basis on the entire line,
{7:{0,k (x, ¥)}ren. Subsequently, from the tensor product of extended Hermite functions
as a building block, we construct the fractional analogue of polynomial Wiener chaos.
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This paper is the first in a sequence of two papers on Wiener chaos expansion.
In the subsequent paper, we plan to explore the properties of the extended Hermite
function and present concrete examples demonstrating how fractional Wiener chaos
can be used to solve partial differential equations with stochastic input.

12 Appendix

Here we present fractional derivatives and integrals from [34] used in the article and
some formulas.

Riemann-Liouville fractional integrals I(‘)" f and 7% for x > 0 and for « > O are,
respectively

1 X
U§0)) = / (x = )" o (y)dy
0
and
1 o0
(I%p)(x) = @ /(y — )" o(y)dy.

Let m = [«] 4 1 for non-integer o > 0. The Riemann-Liouville fractional derivative
DY is

— "L (1" ) (x), if e ¢ NU {0

D)) = | T U= T, e g NU L) (12.1)
(D" 7ame(x), ifa =m e N.
Caputo fractional derivatives “Df, and D% for x > 0 are

Cormat Iy ") (x), ifa ¢ NU{0};
D, = b 12.2
Doy 9) (%) {#(p(x), ifa—meN. (12.2)

Crya DM M) (x), if e ¢ N U0}
€D%p)(x) = { L), N (12.3)

In formula (12.2) in the case of « = m € N and x = 0 we consider j)%:,,fp(x) |x=0 as a
limit when x — +0.

2
Proposition6 For 8 > 0 Riemann-Liouville fractional integrals [ ld of e~ 2 and

¥ .
e 772 by y are, respectively

(e )€ =rhe T D, (%) , (12.4)
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ey 2 _B A2 at)? x + &
(B e) = 185 =% Dﬁ< v ) (12.5)

Proof Let consider first

(e~ )6 = #/(y—@ﬂ‘le‘%dy = |y=vi
—7Y F( ) / {y=+/tn}

4 °°< £ )f“ y

= - = 2 =
re ) Vi "= 5=

v

t% 7 Vi

= /‘L’ﬂ 1e (D T
re )

Using the representation (7.16) of parabolic cylinder function D_V_ 1 (z) we can write

forz =x//fandy = 8 — % (see [33])

o0
po VR _g2 ( 3 )
™ e > dv=I(Be “D_g|—],
0/ e D (5

that gives (12.4).
Now, let us consider the second integral:

}'2
(1P e =Ty (E) = —— / (v — &) -1em=1 gy

g
1 2 2 B—1 —xy—ﬁt
= F(ﬂ)ezt e (y_é‘) e 2 dy
1 o0
2 1 2 -
T /e HED = )Py |y-e=a)
&
o0
= ! e% /e*%(x“@“))zzﬂ*]dz
rae
1 r o
$? " X+' +fz A1
~re [ ¢ B 4z remn
0
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1 2 T (e, )
=——e7 /62(“ ) Bl g,
irg

Using formula (7.16) we obtain

o0
wie N it)?
/e‘%( ) a1y rge 5 p_y (x +t$> ,
Jt
0

that gives (12.5). O
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