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INTRODUCTION

The existence of methodological problems of tradi-
tional systems approach and system analysis that have
been unresolved so far and are noted, for example, in
works [1–5], led the authors to create a conceptual
apparatus of system-object determinant analysis
(SODA) [6], taking into account the relationship of
maintaining functional ability whole as a main system-
wide regularity [7].

SODA consists of three stages. First, the class to
which the analyzed or designed system belongs in the
course of construction is revealed, the taxonomic
(generic) classification subject area. This makes it pos-
sible to unambiguously determine the external deter-
minant of the system, i.e., a functional request of a
higher-order system (supersystem) for a system with a
given function. Second, the stages of the formation or
creation of the system are traced in the course of build-
ing genetic (stadial) classification for a selected class of
systems. This allows us, on the one hand, to specify the
system requirements, and on the other hand, to unam-
biguously determine the internal determinant of the sys-
tem, i.e., its actual functionality, arising under the
influence of an external determinant. Third, the
decomposition of the requirements for the system as a
phenomenon (its internal determinant) is carried out
in the course of building partitive (whole-private) clas-
sification or meronomy systems. This provides the ana-
lyst or developer with an idea of how to ensure that the
subsystems of the system being analyzed or developed

conform to its internal determinant, i.e., the ways of
functioning or building a system.

The first stage of SODA—the procedure for con-
structing a taxonomy of a given subject area—is con-
sidered in detail in [8]. This article describes the sec-
ond and third stages of SODA: the procedures for con-
structing genetic and partitive classifications. The
formalization of these procedures and examples of
their implementation are presented. The analytical
procedures proposed in [6, 8] and in this paper will,
according to the authors, be useful in the analysis or
design of weakly formalized organizational, informa-
tional, and technical systems.

TOOLS FOR FORMALIZING
SODA PROCEDURES

Description logic (DL) is used to formalize the
SODA procedures ALCOIQ(D), as in [6, 8]. The syn-
tax of this DL in its short form is represented as the fol-
lowing expression:

where  And  are concepts (called true and false); A
is an atomic concept; C, D are arbitrary concepts; R is
an atomic role; {a} is a denomination, where individu-
als enclosed in curly brackets are represented as full-
fledged concepts;  is the description of
the concept of a specific area; P is a predicate symbol;
and u1,…, un are many attributes.
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The following concepts are used in DL: TBox is a set
of terminological axioms; RBox is a set of axioms for
roles and their relationships; and ABox is a set of axioms
for individuals and their relations, the totality of which
determines the subject area K = TBox ∪ rbox ∪ Abox.

For a formalized description of the features of the
second stage of SODA, i.e., the process of construct-
ing a genetic (stage) classification, it is necessary to
clarify the formal definition of a material system (sys-
tem-phenomenon) in the triune structure Node–
Function–Object (NFO-element). This refinement is
based on the results presented in [7, 9–11] and com-
bines the description of the NFO element in the form
of a special object of the Abadi-Kardeli object calculus
[7, 9] and its description by integrating the algebraic
means of the Grenander pattern theory and the calcu-
lus of Milner processes (calculus of communication
systems) [10, 11]. The application of the DL language
to the above descriptions makes it possible to represent
the NFO element as a special composite concept of
descriptive logic. The result of this refinement is a for-
mal representation of some arbitrarily chosen material
system (system-phenomenon) s as an NFO element in
the form of the following expression:

where ({LS?}  {LSτ}  {LS!}) is a concept for describ-
ing system node s as an intersection of a finite set of
input {LS?} and output {LS!} connections in the struc-
ture of the supersystem, as well as a set of internal con-
nections {LSτ}; ({LS!}  ∃fτ.{LSτ}  ∃f.{LS?}) is a
concept for describing the function of the system s
specified by the supersystem, or a method that pro-
vides a functional correspondence between the output
{LS!} and input {LS?} f lows of a given node, taking
into account the intermediate role (function) fτ trans-
formations internal f lows {LSτ}; (∃hasOS? = k1 
∃hasOSτ = k2  ∃hasOS! = k3) is a concept for
describing the substantial (objective) characteristics of
system s (input, internal, and output); and k1, k2, and
k3 are attributes with specific values.

As shown in [8], in the first stage of SODA, in the
process of constructing a generic classification (taxon-
omy), a hierarchy of abstract classes (system-class) is
determined, including the analysis or design of the
system:

where Si,n–1 is a field for indicating the system-class of
a higher tier of the hierarchy; RSi,n  RSi,n–1 is the field
for describing the method corresponding to the role
RSi,n (functions) of the system Si,nnested in the role
RSi,n–1 supersystems Si,n–1;  is the symbol for nesting
a concept into a concept or a role into a role in the lan-
guage of descriptive logic; index i denotes that the
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given abstract class includes the analyzed system-phe-
nomenon si, and index n is the number of the tier in
the system-class hierarchy.

The first stage of SODA ends when some class of
the lower tier of the hierarchy (system-class Si,n+1) can
be described using a node class, a function class, and
an object class:

where (LS?i,n+1  LSτi,n+1  LS!i,n+1) is the concept
describing the class of nodes as intersections of the
class of input connections LS?i,n+1 and the class of out-
put connections LS!i,n+1 in the structure of the super-
system-class Si,n, and the class of internal connections
LSτi,n+1; (LS!i,n+1  ∃R.LSτi,n+1 ∃R.LS?i+1) is a concept
that describes the class of functions of the system-class
Si,n+1, defined by the supersystem-class Si, n, or a
method that provides a functional correspondence
between the classes of output LS!i,n+1 and input
LS?i,n+1 f lows of this class of nodes, taking into
account intermediate transformations of the class of
internal f lows LSτi,n+1; (OS?i,n+1  OSτi,n+1,  OS!i,n+1)
is a concept for describing classes of substantial
(objective) system characteristics (input, output,
transfer/internal). Representation of a conceptual sys-
tem (class system) in the form of a class of nodes, a
class of functions, and a class of objects allows us to
proceed to the second stage of SODA: the construc-
tion of a genetic classification.

GENETIC/STAGE CLASSIFICATION

At the second stage of SODA, the analyzed or
designed system-phenomenon is identified si in the
process of building the genetic or staging classification
system class Si,n+1. At the first step of the stage, the
classes of input and output connections are specified;
at the second, the class of functions is given; and at the
third, the classes of object characteristics are provided.
These steps can be represented as follows.

Concretization of classes of input, internal and
output links of a system-class Si,n+1 in DL language
using an extension called denomination:

In [12] it is shown that individuals enclosed in curly
brackets are full-fledged concepts (the “nominal” con-
cept). {LS?i}  LS?i,n+1, {LSτi}  LSτi,n+1, {LS!i}  LS!i,n+1
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are specific input, internal, and output f lows/connec-
tions, respectively.

The concretization of the class of functions of the
system-class Si,n+2 in DL language, taking into account
that the f and fτ-role implements the transformation of
input links into output ones:

Respectively, ({LS!i}  ∃fτ.{LSτi}  ∃f.{LS?i}) 
({LS!i}  ∃R.{LSτi}  ∃R.{LS?i}).

The concretization of classes of object characteris-
tics of system-class Si,n+3 specific attributes in the DL
language using an extension called the specific area,
reveals the system-phenomenon

Thus, hasOS?i, hasOSτi, hasOS!i are specific attri-
butes (object characteristics), with specific values p1,
p2, and p3.

The direction or criteria for concretization result
from the fact that the system-phenomenon si (as part
of a higher order system) must regard the maintenance
of functional ability the whole, as in relation to sys-
tem-class Si,n+1 (as an element of the class), and in
relation to the supersystem-phenomenon si–1 (as its
subsystem):

such that si regards the maintenance of functional
ability of the whole to Si,n+1 and si–1; the following
conditions must be met.

First,

These conditions establish that to maintain the
functional ability of the supersystem-phenomenon si–1

and the supersystems-class Si,n+1 from the system si, all
of the properties of the latter must be determined
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(conditioned) by the properties of the said supersys-
tems.

Second,

These conditions establish the mechanism by
which the functional ability of the supersystem-phe-
nomenon is maintained si–1 from the system-phenom-
enon si.

After the system si is defined in accordance with the
mentioned conditions, the third stage of SODA
begins: the construction of a partitive classification
(meronomies) of this system by its decomposition
using a special alphabet of model elements proposed
in [7] and refined in [13].

PARTITIVE CLASSIFICATION (MERONOMY)
The partitive classification stage is an analogue of

the graphical-analytical modeling of the system that is
being analyzed or designed, and it allows us to decom-
pose the system into subsystems in accordance with its
internal determinant. We introduce a formal semantic
normative system (FSNS) based on the alphabet of
links, formed by expanding the basic classification of
links [7]. The types of data links and the control links
are added to the basic classification (in this case, tak-
ing into account the example presented below). In the
notation adopted in the DL, this extended classifica-
tion of bonds can be represented as follows:

where L is a set of links/flows; m is a set of material
connections/flows; i is a set of information
links/flows; v is a set of real connections/flows; e is a
set of energy connections/flows; d is a set of connec-
tions/data f lows; c is a set of links/flows of control;
dd is a set of links/flows of declarative data; dp is a set
of connections/flows of procedural data; cd is a set of
links/flows of data management; and cp is a set of
links/flows of process control.

This assumes the possibility of further division of
all types of relationships into subspecies if necessary.

The alphabet of nodes as intersections of alpha-
betic links is described using the alphabet of links. The
rules for constructing the alphabet of FSNS nodes
(Table 1) provide the subject (problem) orientation of
the proposed alphabet, which makes this normative
system formal-semantic and expandable/adaptable
depending on the subject area.

Thus, the construction of a partitive classification
(meronomy) of the system si can be reduced to the fol-
lowing steps:
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Table 1. Rules for constructing the alphabet of FSNS nodes

Sign Formal expression Interpretation

V ≡ v!  ∃f.(v?) Substance transformation
E ≡ e!  ∃ f.(e?) Energy conversion
D ≡ d!  ∃ f.(d?) Data conversion
C ≡ c!  ∃ f.(c?) Control f low transformation
VE ≡ (v!  e!)  ∃ f.(v?  e?) Transformation of matter and energy
VD ≡ (v!  d!)  ∃ f.(v?  d?) Substance and data transformation
ED ≡ (e!  d!)  ∃ f.(e?  d?) Energy and data conversion
EU ≡ (e!  c!)  ∃ f.(e?  c?) Energy conversion and control f low
DC ≡ (d!  c!)  ∃ f.(d?  c?) Data transformation and control f low
DD ≡ dd!  ∃ f.(dd?) Converting declarative data
D.P. ≡ dp!  ∃ f.(dp?) Procedural data transformation
CD ≡ cd!  ∃ f.(cd?) Data f low transformation
CP ≡ cp!  ∃ f.(cp?) Process f low transformation
DDDP ≡ (dd!  dp!)  ∃ f.(dd?  dp?) Converting declarative data and procedural data
DDCD ≡ (dd!  cd!)  ∃ f.(dd?  cd?) Declarative data transformation and data control f low
DPCD ≡ (dp!  cd!)  ∃ f.(dp?  cd?) Transformation of procedural data and data control f low
DDCP ≡ (dd!  cp!)  ∃ f.(dd?  cp?) Declarative data transformation and process control f low
DPCP ≡ (dp!  c!)  ∃ f.(dd?  cp?) Transformation of procedural data and process control f low
CDCP ≡ (cd!  cp!)  ∃ f.(cd?  cp?) Transformation of data control f low and process control f low
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(1) Let si = [({LS?i}  {LSτi}  {LS!i}); ({LS!i} 
f.{LSτi}  ∃f.{LS?i}); (∃hasOS?i

= p1  ∃hasOSτi = p2 
∃hasOS!i = p3)] is the system-phenomenon to be ana-
lyzed or designed. System si is decomposed into sub-
systems, the functional properties of which are sup-
porting for the system si, described as follows: si, m  si

(m = 1, N); or si ≡ si, 1  …  si,N, such that: ({LS!i,m} 
∃fτ.{LSτi,m}  ∃f.{LS?i,m})  ∃fτ.{LSτi}.

(2) For each subsystem si,m = [({LS?i,m}  {LSτi,m} 
{LS!i,m}); ({LS!i,m}  ∃f.{LSτi,m}  ∃f.{LS?i, m});
(∃hasOS?i, m = q1  ∃hasOSτi,m = q2  ∃hasOS!i, m =
q3)] we determine the types of links and nodes based
on the normative system introduced earlier.

(3) Repeat step 2 for all subsystems of systems-phe-
nomena si, m.

EXAMPLES OF BUILDING GENETIC
AND PARTITIVE CLASSIFICATIONS

Consider the functioning of the SODA algorithm,
using the example of designing an information
accounting system including several subsystems,
including a document routing and storage system
(DRSS).

At the first stage of SODA, a generic classification
of information systems (IS) is built according to the
types of data used (Fig. 1). The stage ends with the fol-
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lowing representation of the accounting system in the
form of classes of NFO elements:

At the second stage of SODA, the following
sequential concretization of node classes, function
classes, and object characteristics classes is conducted.

Accounting DRSS1.1 = [(User impact)? ⊔ (Ordered
information)!  (Various kinds of data)τ; (Ordered
information)!  ∃has a match.(Various types of data)τ

 ∃has a match.(Invoices)?; (Properties of the input
data)?  (Internal data properties)τ  (Output data
properties)!].

Accounting DRSS1.2 = [{User search info}? 
{Invoice report}!  {Internal data}τ; {Invoice report}!

 ∃has a match.{Internal data}τ  ∃has a
match.{Search user information}?; (Properties of the
input data)?  (Internal data properties)τ  (Output
data properties)!].

Accounting DRSS1.3 = [{User search info}? 
{Invoice report}!  {Internal data}τ; {Invoice report}!

 ∃data processing. {Internal data}τ  ∃search query
processing.{Search user information}?; (Properties of
the input data)?  (Internal data properties)τ  (Out-
put data properties)!].
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Fig. 1. Classification (taxonomy) of IP depending on the type of data used.

Information system (IS)

Factographic IS Documental IS

Type of used data
(IS oriented

to the used data type)

Document routing
and storage systems 

(DRSSs)
Document-oriented

DBMS Digital archives

Structured data Unstructured data

Accounting
DRSS

Managerial DRSS

Carreer-service
DRSS

Warehouse DRSS

Production DRSS
Digital documents Unstructured

metadata
Media data

(audio, video)

Work details
(intructions)

Personnel
action filesInvoices Delivery documents

(receipts)Executive directives

Fig. 2. Subsystem of the decomposition diagram Account-
ing DRSS.

Accounting DRSS

Interface Search
module

Export
module
Accounting DRSS = [{User search information}?
 {Invoice report}!  {Internal data}τ; (Ordered infor-

mation)!  ∃data processing.{Internal data}τ 
∃search query processing.{Search user information}?;
((Max items) = 20  (VAT amount ≤ 10,000 rubles))?

 ((Number of concurrent Users) ≥ 100  (system
response time ≤ 2 sec))τ  ((Maximum number of
pages) ≤10)!].

After determining the system-phenomenon
Accounting DRSS, the third stage of SODA is per-
formed the construction of a partitive classification.
Subsystems for the system-phenomenon are initially
determined (Fig. 2).

Using description logic tools, it is possible to define
TBox and ABox for the subject area Accounting
DRSS.

Tbox consists of the following axioms:
• Accounting DRSS1.1  DRSS;
• Accounting DRSS1.2  Accounting DRSS1.1;
• Accounting DRSS1.3  Accounting DRSS1.2;
• Accounting DRSS  Accounting DRSS1.3.
ABox consists of the following axioms:
• Interface  Accounting DRSS;
• Search module  Accounting DRSS;
• Export module  Accounting DRSS;
• Accounting DRSS ≡ Interface  Search module

 Export module;
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• Interface ≡ [({User input}  {Request to use})? 
{Internal Interface Links}τ  ({User output}  {search
request})!; ({User output}  {search request})!  ∃pro-
cessing the User Request. ({User input}  {Request to
use})?  ∃processing the User Request. {Internal
Interface Links}τ; (Login password length = 5 charac-
ters)?  (Number of clicks on links ≤ 3)τ  (Number
of objects to search ≤ 20)!];

• Search module ≡ [({Database data}  {search
request})?  {Data filter}τ  ({Database output} 
{Output search request})!; ({Database output}  {Out-
put search query})!  ∃Processing request. ({DB data}

 {search request})?  ∃applyingFilter. {Data filter}τ;
(Number of objects to search.≤20)?  (Number of fil-
ter options. ≤ 3)τ  (Response time. ≤ 3 sec.)!];
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Fig. 3. Extended decomposition diagram of subsystems Accounting DRSS.

Accounting DRSS

Interface

Search
module

Export
module

dd/l+p/?

dp/query/?

dd/db/?

cp/ctrl_export/?

dd/l+p/!

dp/query/!

cp/ctrl_export/!
dd/report/!

dd/l+p/?p/?/?dd/l+p/dd/l+p/dd/l+p/?

dp/query_int/query_interydp/qdp/query_int
dp/query/?/query/?qup/q/dp/dp/query/?

dp/query/!y/!/!/query//queryp/q/dp/dp/dp/query/!

dd/report/!dd/report/!dd/report/!dd/report/!

dd/db/?b/?/?dd/ddd//db//dbdd/db/? dd/db/!dd/db/!dd/db/!

dd/l+p/!p/!/!dd/l+p/dd/l+p/dd/l+p/!

cp/ctrl_export/!/ctrl_export/!/ctrl export/!p/c/cp/cp/cp/ctrl_export/!
ctrl_export/?
• Export module ≡ [({Filtered database data} 
{Export management})?  {Export format}τ ({Invoice
report}  {output export control})!; ({Invoice report} 
{output export control})! ⊓ ∃Performance port. ({Fil-
tered DB data}  {Export management})?  ∃saving
the Document.{Export format}τ; (Number of pro-
cessed objects. ≤ 20)?  (VAT amount ≤ 10000 rub.)τ

 (Working hours. ≤ 3 sec.)!].

Further, the interaction of the data of the subsys-
tem is represented using the introduced FSNS. The
necessary alphabetic nodes and links are determined
using the FSNS classification based on the nature of
the input and output links of the subsystems. Thus (see
table) Interface, DDDP; Search module, DDDP; and
Export module, DDCP. Types of connections and

�

�

� �

� �

�

�
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Fig. 4. Hierarchy of alphabetical links of the subsystem
Accounting DRSS.

Information (I)
By control (C)

Process control (cd)
System control (cp)

System control (cp/ctrl)
Export system control (cp/ctrl_export)

Export system control, input (cp/ctrl_export/?)
 Export system control, output (cp/ctrl_export/!)

By data (D)
Declarative data (dd)

Login data (login and password) (dd/l+w)
Login data, input (login and password) (dd/l+w/?)
Login data, output (login and password) (dd/l+w!)

Report data (dd/report/!)
Database data (dd/db)

Database data, input (dd/db/!)
Database data, output  (dd/db/?)

Procedural data (dp)
Job query (dp/report)

Job query, input (dp/report/?)
Job query, output (dp/report/!)
Job query, output, internal (dp/ query_int)
nodes and their interactions, performed in the NFO-
toolkit package, are shown in Figs. 3 and 4.

CONCLUSIONS

The results presented in this paper complete the
description of the research and development of
SODA. According to the authors, SODA compensates
for some of the shortcomings of traditional systems
analysis tools because it is performed in accordance
with formalized algorithmic procedures that take into
account a number of system-wide patterns.

At the first stage of SODA [8], the class to which
the analyzed or designed system belongs is deter-
mined, and thereby, the external determinant of the
system is determined, i.e., its functional request of a
higher order (supersystem) for a system with a given
function. At the same time, a class is defined that
includes the system being analyzed or designed, the
functional properties of this system are fixed, and the
classes of input and output connections, which set a
functional request to the system from the side of the
supersystem, and its object characteristics clarify the
ways of implementing functions.

The subsequent stages of SODA are discussed in
this article. The generic procedure of classifying the
classification of the subject area allows a consistent
refinement of system-classes to be performed for spe-
cific systems-phenomena, the properties of which
should be determined by the properties of the super-
system. The formulation of a set of requirements for
systems in the course of generic and genetic classifica-
tion formalizes the process of developing terms of ref-
erence for the creation of a new technical or informa-
tion system, which determines the functionality of the
system, arising from its internal determinants. The
partitive classification stage, together with the use of a
formal-semantic normative system, implements the
decomposition of the analyzed system into subsys-
tems, which formalizes the procedure for designing a
new system.
FORMATION PROCESSING  Vol. 50  No. 6  2023
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Further research involves the use of the SODA pro-
cedure for the analysis and design of systems in spe-
cific subject areas.
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