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Abstract—This paper considers the construction of a partitive classification for conducting a system-object
determinant analysis in a formal-semantic normative system. A formal semantic alphabet and rules for its use
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INTRODUCTION

The need for the graphic-analytical modeling of
complex objects and systems arises in many areas of
human activity and, in particular, when there are not
enough mathematical modeling tools. These include
in reengineering business processes or designing orga-
nizational, technical or information systems [1—3]. An
integral part of the graphic-analytical modeling of an
object is the decomposition of more general model
blocks into more specific ones, i.e., in the construc-
tion of a partitive classification of the elements of the
modeled object [4, 5]. Until the present, this decom-
position procedure is not only not automated but also
does not have at least some kind of computer support.
At one time, this circumstance even gave rise to a dis-
cussion of the following question on the internet:
“What modeling tool that deprives the developer of
that part of the ‘creative’ possibilities that lead to the
diversity of the representation of organizational mod-
els will bring the least harm to the organization?” [6].
However, this discussion did not produce any results.

Decomposition (the building of a partitive classifi-
cation) of a complex system is also seen in system-
object determinant analysis (SODA), as proposed in
[7]. SODA is an effective tool for analyzing the causes
of a system, the stages of its formation and its existing
properties. This knowledge is necessary for the analy-
sis of existing systems, as well as for the creation of new
systems in the process of their design. The construc-
tion of a partitive (integer-private) classification (or
meronomy) of the analyzed or projected system, i.e.,
its decomposition, is performed in the last (third)
stage of SODA. To formalize and algorithmize the

decomposition procedure in partitive classifications
within the framework of the system-object approach
“Node—Function—Object,” a formal-semantic nor-
mative system (FSNS) has been developed [8, 9].

An FSNS is a formal semantic alphabet of struc-
tural (nodal) elements and the rules for its use. The
alphabet of nodes itself is based on a classification of
types of connections/flows between nodes. In the
mentioned works, the alphabet of nodal elements is
described by means of the descriptive logic
ALCHIO(D) [10, 11] by introducing a hierarchy of
concepts of links/flows: Material connection (m) C
Connection (L); Information connection (i) — Connec-
tion (L); Real connection (v) _ Material connection (m);
Energy connection (e) _ Material connection (m); Com-
munication by data (d) T Information connection (i);
Control link (¢) C Information connection (i). From this
hierarchy, rules are extracted to construct the concepts
of an alphabetic set of nodes.

This article describes new ways of using an FSNS
for system decomposition (building a partitive classifi-
cation), taking into account the specific subject con-
tent of the area of analysis or design. The proposed
approach simplifies the procedure of the graphic-ana-
Iytical modeling of a complex system, limiting that
role of developers’ creative capabilities, which gener-
ates a variety of representations of organizational
models, and thereby causes the least harm to the orga-
nization [6].
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PECULIARITIES OF CONSTRUCTING A
PARTITIVE CLASSIFICATION IN SODA

The main goal of any system analysis and the start-
ing point of any system design is to determine the sys-
tem-forming factor, i.e., why and for what the system
exists or why and for what it was designed. G.P. Mel-
nikov, the founder of determinant analysis empha-
sized that if, when studying a system, it was possible to
first establish its external determinant (a functional
request of a supersystem or a required functional
state), then its current internal determinant (its actu-
ally existing functional state) and is derived from its
external determinant by meaningful reasoning on the
stages of system formation [12].

In SODA, the main goal is to establish a supersys-
tem of an analyzed or designed system and a func-
tional request for it, that is, to establish the cause of the
system under consideration or its external determi-
nant. This is achieved through the construction of a
generic classification, i.e., hierarchies of classes (sys-
tem-classes and conceptual systems), including the
considered system-phenomenon (material system).
Then, a stage (genetic) classification is constructed
that describes the transition of a specific class (system-
class), an instance of which is the considered system-
phenomenon, into this instance in particular, that is,
into this system-phenomenon [13, 14].

The result of the stage (genetic) classification of the
system can be represented as a three-element con-
struction of the system-object approach “Node—
Function—Object,” described in the language of
descriptive logic [14]:

s' = [({ILS?YU{LSTY LU {LS'});
LSy N IFALSTY M IFALS ?));
(3hasOS?" = p1 U JhasOST
= p2 U JhasOS! = p3)],

where s is the system-phenomenon that is to be ana-
lyzed or designed; ({LS?"} U {LST} LI {LS!}) is a con-
cept for describing a system node s’ as an intersection
of finite sets of input links {LS5?'}, internal links {LST’}
and output links {LS"} in the supersystem structure;
(LS} 1 IF{LST} M IF{LS?}) is a concept for describ-
ing a system function s’, defined by a supersystem or a
method that provides a functional correspondence
between output {LS'} and input {LS?"} flows of this
node, taking into account the intermediate role (func-
tion) ft of transformation of internal flows {LST'};
(FhasOS? = k1 U FhasOSt = K2 LI FhasOS! = k3) is a
concept for describing the substantial (objective) char-
acteristics of the system s’ (input, internal, and out-
put), where k1, k2, and k3 are attributes with specific
values. Descriptive logic can be used to describe the
decomposition procedure (construction of a partitive
classification) of the system s’ into subsystems, the
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functional properties of which are supporting for the
system &', in the following way:
iN

s"Cs(m=1..,N);ors =s" U..Us",

such that:

(LS"™ M 3fT{LST™}
M 3FALS?"™) C I T{LST).

Each subsystem s””, which in turn can be decom-
posed, will have the following form:

$"M = [(ALS 2™y U {LST™} U {LS!™™));
(LS M 3FALST™ 11 IFALS ™)),
(3hasOS 2" = q1 U FhasOST"
=q2 U JhasOS!""" = ¢3)].

FORMAL-SEMANTIC NORMATIVE SYSTEM

Consider the possibilities of the use of the FSNS to
perform a decomposition procedure (building a parti-
tive classification) for the system.

The construction of the rules for an alphabetical set
of nodes (concepts) based on the hierarchy of concepts
of links/flows defined in [8, 14] is briefly presented in
the table, where the sign “?” corresponds to input
connections/flows, and the sign “!” represents output.
The classification of links can be refined by introduc-
ing the types of links v, e, d, and ¢ and thereby
expanded the range of alphabetic nodes. The depth of
classification of links and, hence, the number and spe-
cific type of alphabetic nodes, are determined by the
problem being solved. The rules for manipulating the
symbols of an alphabet formed in this way correspond
to the previously proposed rules of system composi-
tion [8, 9] and can be formalized by means of the
apparatus of function calculus introduced in [15].

The use of a classification scheme ensures that the
alphabet of the normative system is specified, which
has not only a completely abstract or purely mathe-
matical semantics, but is also subject (problem)-ori-
ented, which allows us to consider this alphabet as for-
mal-semantic (and, accordingly, the normative system
itself is considered formal-semantic).

Methodologically, the FSNS can be used for the
algorithmization and computer support of the decom-
position procedure in a graphic-analytical modeling of
complex objects, in two ways: first, using the “inter-
face decomposition” proposed in [16]; second, the
approach to automating the construction of system-
object models in terms of “Node—Function—Object,”
proposed in [17]. We consider these methods on the
example of modeling the production process, refining
and supplementing the results obtained in [8, 9, 14].
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Table 1. Rules for constructing the alphabet of FSNS nodes

MATORIN, MIKHELEV

No. Formal description of the node

Subject content of the functional node as an element
of transformation

\% v! M Jhas a match. (v?)
E e! M Jhas a match. (e?)
D d! 11 Jhas a match. (d?)
C ¢! M Jhas a match. (¢?)
(v! L e!) M Jhas a match. (v? LI e?)
(v! LU d!) M Jhas a match. (v? LU d?)
(v! L ¢!) M Jhas a match. (v? LI ¢?)
(e! U d!) 1 Jhas a match. (e? LI d?)
(e! U ¢!) M Jhas a match. (e? LI ¢?)
(d! U ¢!) M Jhas a match. (d? LI ¢?)

© 0 NN AW~
<
=

=
=4
A

Substance

Energy

Data

Management (control information)
Substances and energies
Substances and data

Substances and controls

Energy and data

Energy and control

Data and control

We represent the context diagram of the production
process in the form of a node of the type VD (Fig. 1),
which at the entrance are raw material (v?,., material)
and source documents (d?,,cc doc)> and at the output
are proven components (v!pr_con:p) and final documen-
tation (d!doc_it). The classification of links includes two
types of real links and two types of data links: v,y material
Cv, vprﬁcomp Cv; dsourceidoc C d’ ddociit C d.

To decompose this process, it is necessary to deter-
mine the alphabetic elements that its internal structure
consists of. If we restrict ourselves to the alphabet pro-
posed above, we can assume three options for the
internal structure:

(a) elements of type at the entrance and exit;

(b) at the input, there are two elements of type V
and D at the output element of type;

(c) at the input element of type , at the output two
elements of type V and D.

We consider option a) and show that further we can
proceed in two ways.

(1) In the first case, using the interface decomposi-
tion [16], we add to the classification of links such
links of the type v and d, which, on the one hand, are
the output for the connections v?.,, materia and
d? ource_doc> @nd, on the other hand, as input for con-
nections vl ..., and d!y. ;. In this case, these may be
details (Vgeis = V) that are made from raw materials
and from which proven components and intermediate
documents can be produced (d,. ,, C d) that can be
obtained from source documents and final documents
can be formed from them. Thus the node VD, is
divided into two functional (Fig. 2): VD, (crossroads
of connections v?raw material» d?sourceidoc and V!detailsv
d!4oc o) and VD, (crossroads of connections v? e,
d?docipr and v!pricomps d!dociit)-
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The received nodes VD, and VD, can be decom-
posed in a similar way. We add to the classification of
links such links of the type v and d, which, on the one
hand, are output for v? .y, materiat aNd d?oyce_doc> @aNd ON
the other hand, input for v!y., d!4oc o In this case,
these may be blanks (v, C v), which are made from
raw materials and parts can be produced from them
and first internal documents (dy, i, C d) that can be
obtained from source documents and intermediate
documents can be formed from them. Thus the node
VD, is divided into two functional units: VD,; (cross-
roads of connections ?? ., materiatsy 4?source_docs ¥'blanks
d!4oc in1) and VD,, (crossroads of connections v?y,.y,
d?doc_inl And V!details’ d!doc_pr)'

We add to the classification of links such links of
the type v and d, which, on the one hand, are the out-
put for the connections ??;e,is, 4?4oc pr» and, on the
other hand, are input for v!;; ., and d!4, ;. In this
case, these may be accessories (Ve,m, C V) that can be
produced from parts and from which tested compo-
nents can be produced, and second internal docu-
ments (g, inp C d) that can be obtained from interme-
diate documents and final documents can be formed
from them. Thus the node VD, is divided into two
functional units: VD,; (crossroads of connections
V?details’ d?docipr and V!comps d!dociinz) and VDZZ (CrOSS_

v? raw materials v!orig_docs
—_—> e
VD,

9
(Vraw materials?Dorigidocs :

d!
Vcheckedicomp!Dﬁnalidocs!) final_docs

>

9
d? checked_comp
=

Fig. 1. Context diagram of the manufacturing process VDy.
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9 .
V raw materials

605

v'

Velements -orig_docs
VD, VD,
d?checked comp \(Ivraw materials?]!))origidocs?) dintermed doc \(IvelememS?Dilnll)ermCdidoc?) d!ﬁnal docs
— checked_comp**’final_docs* — checked_comp-**final_docs* — >

Fig. 2. Diagram 1 of the decomposition of the production process VDj.

v? raw materials V!workpiece v?comp V!orig_docs
VD, VDo 4 VD,
40 (Vraw materials?Dorigidocs? dr (Vworkpiece?Ddocsiim | ? 42 (Vcomp?DdocsiinQ? 4
* checked_comp Vworkpiece!Ddocsiim | ') “docs_int1 Vcomp!DdocsiimZ!) “docs_int2 Vcheckedicomp!Dﬁnalidoc!) 'ﬁnal_docs’

Fig. 3. Diagram 2 of the decomposition of the production process VDj.

roads of connections v? 0, d%40c in2 @and V0 comps
d!dociit)'

The final decomposition (partitive classification) con-
tains four sequentially connected nodes of the type VD. In
terms of the function calculus proposed in [15], the
decomposition results can be written as the result of
the “prefix action” operation:

VDO = VD‘?I . VD2 = VD ?11 . VD ?12 . VD?ZI . VDZZ;
or as a result of the “postfix action” operation:
VDO = VD!z.VDl = VD!ZZ‘VD!ZI‘VD!IZ‘VDII‘

(2) In the second case, using the approach proposed
in [17], we add to the classification of links of the type
v and d, which, on the one hand, are direct output
streams for links v? ., material @A d? e doc» and, on the
other hand, direct input flows for connections v!,; .omp
and d!y, . In this case, on the one hand, it will be
blanks (Vy,qk C V), that can be made directly from raw
materials and first internal documents (dgoc in; T d)
directly obtained from source documents. On the
other hand, it will be accessories (V.m, C V) from
which proven components can be produced, and sec-
ond internal documents (dyoc iy T d), from which
final documents can be formed. Thus the node VDj is
divided into three functional units (Fig. 3): VD,
(crossroads of connections v?,,y, mageriats 47source_doc @aNd
Nptanks Qlgoc in1)>, VDgo (crossroads of connections
V?blankv d?dociinl and V!comp9 d!dociir12) and VDZ (CrOSS-
roads of connections v?.,.,, 4?45 in2 and vl conp,

d!dociit)'

SCIENTIFIC AND TECHNICAL INFORMATION PROCESSING  Vol. 50

As a result, the problem of the decomposition of
the production process is reduced to the previous one,
but with other input and output connections that can
be solved both in the first and in the second way. Tak-
ing into consideration the previous classification of
links, the node VD, easily split into two functional
units VDy; (crossroads of connections v?y ., 4?40c ini
and Vjepis, dlaoc pr) and VDg, (crossroads of connec-
tions V?details: d?doc_pr and V!comp’ d!doc_in2)'

Both methods give the same final decomposition
in the form of a chain of the same link intersections
(nodes).

ALGORITHM FOR USING THE FSNS

The algorithm for the use of a formal-semantic
normative system in constructing a partitive classifica-
tion of the system includes the following steps in its
first version.

Step 1. Let s’ = [({LS?} U {LST} L {LS"}); (LS} M
A£{LST} 1 3L{LS?)); (FhasOS?_ p1 U FhasOST = p2
U JhasOS! = p3)] be the system-phenomenon to be
analyzed or designed. Let NS be a formal-semantic
normative system (FSNS), consisting of the basic
classification of links and nodes mentioned earlier. We
perform the initial classification of the links of the
original system-phenomenon s, using the FSNS for

each input and output, where {LS?"} =L ?i L L?;___U
L?, and {LSY} = LU ULY LI L!) that JLink-
Type.{L?,} C NS, (j = 1..N) and ILinKType.{L!}} C
NS, (j =1..N), depending on the chosen type of connec-

No.6 2023



606

MATORIN, MIKHELEV

Begin

s' is the system-phenomenon obtained at the last stage of genetic classification
sl = [({LS?I‘} U{LSt?u{LS !f});{LS!f} NI {LST | NFf {LS? |;(3hasOS? = plLiFhasOS' = p2 Li FhasOS ! = p3)]

Construction of
classification layout
of nodes and relation (s%)

Addition of a new hierarchy
node of system-phenomena (1)

End

Fig 4. Flowchart of partitive classification using FSNS.

tions, we define the system s', as one of the alphabetic
nodes of the normative system: AlphabeticalKnot’ =

(ElLinkType.{L!;} ... U ElLinkType.{L!,';,}) M Jhas a
match. (ILinkType.{L?/}U ... U ILinKType.{L ?y});
AlphabeticalKnot'C NS.

Step 2. We add to the classification of links such

links L";l related to the type of connections of the

supersystem, which 3ILinkType{L'} = 3Link-
Type.{L?’} = ILinKType.{L!,}, which are output for
ties L ‘7’j and input for connections L "j

Step 3. We perform decomposition AlphabeticalK-
not’ on two functional units AlphabeticalKnot""! and
AlphabeticalKnot'™2, wherein AlphabeticalKnot’*! =

(ALinkType.{L;} U ... U JLinKType.{Ly}) M Jhas a
match. (LinkType.{L?’}U ... U ILinKType.{L?y});
and AlphabeticalKnot'*!2 = (3LinkType.{ L!i} U...u
EILinkType.{L!,’;,}) M Jhas a match. (EILinkType.{L’} w

... ALinkType.{Ly}), (j = 1..N).

Step 4. Repeat Step 2 until the alphabetic nodes
corresponding to all input and output links of the
supersystem are entered s'.

Step 5. We perform system decomposition for s’
into subsystems, the functional properties of which are
supporting for the system, as follows: s s’ (m = 1, N);
ors'=s" ... LU s""N, such that: ({LS¥"} 11 IfT.{LST> "™} M

SCIENTIFIC AND TECHNICAL INFORMATION PROCESSING  Vol. 50

A£{LS?"™}) C fT.{LST}. In other words, for each sub-
system s*” we reveal its structure based on the nodes
and links introduced in Steps 2—4 in NS: " =
[({LS?5m) L {LSTH™) U {LSY"}); ({LSY> ™} 1 AfF{LST" ™}
M 3F{LS?"Y); (JhasOS?> ™ = q1 L JhasOST " = q2 LI
JhasOS" " = q3)].

Step 6. Repeat Step 5 for all subsystems of systems-
phenomena s*”.

The second option for using the FSNS differs in
Steps 2 and 3, which are given below:

* We add such links to the classification of links

i+l
the supersystem, which dLinkType.{L ?fl} = JLink-
Type.{L ?;} and EILinkType.{L!j“} = dLink-
Type.{L!}}, So L?;"
L ?;, L !;H and input for L !;;

« AlphabeticalKnot’ is decomposed on three func-

tional nodes AlphabeticalKnot'*"!, Alphabetical-
Knot'*!2, and AlphabeticalKnot'*!3, wherein Alpha-
beticalKnot™*"! = (3LinkType.{L?;"} U ... U ILink-
Type.{L?y"}) M 3has a match. (JLinKType.{L ?;}L ...
dLinkType.{L ?,’;,}); AlphabeticalKnot'*'? = (3Link-

Type{L!;"} U .. U ILinkType.{L!y"'}) M Jhas a

and L!;H related to the type of connections of

are the output for connections

match.  (ILinkType.{£?;"}U .. U 3Link-
Type.{L?;Jl}); AlphabeticalKnot'*3 = (3Link-
No. 6 2023
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Construction of classification layout
of nodes and relations (s')

!

NS is the formal-semantic normative system (FSNS)
(LS} =L UL%...ULY
{LS¥}=LYULY...uLYy
JRelationType. {L 2iC NS
JRelationType. {L! JfC NS

607

AlphabetNote! = (HRelationType. {L“j} L...U3RelationType. {L!’}V }) M
EIhasCorrespondence.(EIRelationType. {L "’j } LI...ldRelationType. {L 2y }),
AlphabetNote! C NS;

There is a support system for s> 2

Yes

L"j+1 are new relations of system;j = 1, M,
If IRelationType. {L"j“} =JRelationType. {L"’j} =3JRelationType. {L"J}

AlphabetNote*!! = (EIRelationType. {L’]} U...UdRelationType. {L’N }) M dhasCorrespondence.
(EIRelationType. {L?}U...U3RelationType. { L}, });
AlphabetNotei*!2 = (EIRelationType. { L!"j} U...U3RelationType. {L!’)V }) M 3JhasCorrespondence.

(EIRelationType. {L’j} LI...uUdRelationType. {L’N }),
i=i+1;

Return

Fig. 5. Block diagram of the partitive classification according to the first method of using the FSNS.

Type.{L!;} U...u EILinkType.{L!fV}) M dhas a match.

(3LinkType.{L?;"}U ... U ILinkType{L2y}); ¢ =
1..N).

An extended block diagram of the algorithm for
constructing a partitive classification [14] is shown in
Fig. 4, and flowcharts of the algorithms of the first and
second methods of using the FSNS are shown in Figs. 5
and 6.

CONCLUSIONS

This work completes a series of articles presenting
the results of the development of a system-object
determinant analysis that is designed to provide com-
puter support for the analysis of complex applied
research objects. SODA is distinguished by the algo-
rithmic support for all stages and processes, as well as
the ability to take into account known system-wide
patterns in the analysis.

SCIENTIFIC AND TECHNICAL INFORMATION PROCESSING  Vol. 50 No.6 2023
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Construction of classification layout
of nodes and relations (s')

!

NS is the formal-semantic normative system (FSNS)
(LS} =L2% UL . ULY,
{LSY}=LYULY...ULY,
JRelationType. {L "’j} C NS
JRelationType. {L!j} C NS

AlphabetNote! C NS;

AlphabetNote! = (EIRelationType. {L"j} LI...3RelationType. {L!’}V }) M
EIhasCorrespondence.(EIRelationType. {L "’j} L...dRelationType. {L 2y }),

)

There is a support system for s~ "?

L?i! are new input relations of system;
L' are new output relations of system;
Jj—1...M;

Such that FRelationType. {L 20l } =JRelationType. {L ?;} and JRelationType. {L lizl } =JRelationType. {L !;}

}

5

(EIRelationType. {L "’j} ...y EIRelationType L % }
JRelationType. {L ?’;’1 } U...ud RelationType L 20 ),

JRelationType. {L?"j“}I_I...I_IEIRelationType {1} )
i=itl;

AlphabetNote+-1 = (EIRelationType. {L ?"j“} U...u EIRelationType 20 1}%I‘I JhasCorrespondence.
AlphabetNotei*!2 = (EIRelationType. {L!"jfrl } ..U EIRelationType L'Hl ) JhasCorrespondence.

AlphabetNote/*!-3 =(3RelationType. {L"j} L...U3RelationType. {L" }) JhasCorrespondence.

Fig. 6. Block diagram of partitive classification according to the second method of using the FSNS.

The use of a formal-semantic normative system for
the construction construct of a partitive classification
(decomposition) of a system at the final stage of
SODA simplifies the procedures for the graphic-ana-
lytical modeling of a complex system. In addition, the
use of FSNS makes it possible to take into account the
substantive aspects of the area of analysis without los-

ing the rigor and accuracy of the description of the
object under study.
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